
S1 Supplemental Methods

S1.1 UK Biobank data

The UK Biobank data contains the whole genome sequencing for about 500,000 participants, with genotyp-

ing of 800,000 variants genome-wide and imputation to 90 million variants (Sudlow et al., 2015). Our study

is conducted under an approved project from UK Biobank. We used genotyping data of 22 autosomes from

individuals of European ancestry after applying a series of quality control (QC) procedures. We used two

quantitative traits in our study, the direct low-density lipoproteins cholesterol (LDL, Data-Field 30780) and

the high-density lipoprotein cholesterol (HDL, Data-Field 30760), as well as the mean corpuscular volume

(MCV, Data-Field 30040) and the mean platelet volume (MPV, Data-Field 30100) for data transformation.

PLINK2 (Chang et al., 2015) was used to perform all QC steps, GWA analyses and LD calculation.

Quality control. For QC, we filtered out variants with minor allele frequency below 0.01, missing call

rates exceeding 0.01, Hardy-Weinberg equilibrium exact test p-value below 1e-6, and with one or more

multi-character allele codes or single-character allele codes outside of ‘ACGT’ (--maf 0.01 --hwe

1e-6 --geno 0.01 --snps-only just-acgt). We also excluded ambiguous SNPs, i.e., those

with complementary alleles, either ‘C/G’ or ‘A/T’ SNPs. We excluded samples with missing call rates

exceeding 0.05 (--mind 0.05), samples with putative aneuploidy, samples with excess third-degree rel-

atives, outliers based on heterozygosity and missing rates, and samples that withdrawal from the study. We

restricted our analysis to samples with genetic ethnic reported as “White British” from the UKB data (Data-

Field 21000) that corresponds to the commonly labeled “European ancestry”. After QC, a total of 489,953

variants remained for a total of 334,851 people (155,402 males, 179,449 females). The total genotyping rate

is 0.954831. In calculations that involve the genotype matrix, any remaining missing genotype was filled by

the average value of the non-missing ones.

GWA and LD calculation. In GWA studies, we included sex, age, body mass index (BMI), and the

top 20 PCs from principal component analysis on the genotype data representing population structure as

the covariates (a total of 23 covariates). PCA is performed using flashpca (Abraham et al., 2017) on

the variants pruned using PLINK2 command --indep-pairwise 100 10 0.1. In-sample LD was

calculated on UKB data using command --r square.

1



S1.2 Input to ML-MAGES: GWA summary statistics and LD

Suppose the individual-level GWA data contains genotypes of m variants (SNPs) from a set of n diploid

individuals, where each sample contains two sets of chromosomes. SNP genotypes are typically coded as

0, 1 or 2 to represent the number of non-reference alleles at each position. Let the genotype matrix be

X : n ×m, where Xij ∈ {0, 1, 2}, and let xj be the j-th column of the matrix denoting the genotypes of

variant j. Let y ∈ Rn be the phenotype, and assume it is standardized.

Let β ∈ Rm denote some unknown true effect sizes of the variants. Assuming that effects of each copy

of an allele on the trait is additive (i.e., the “additive model”) (Cantor et al., 2010; Uffelmann et al., 2021),

y = Xβ + ϵ, (1)

where ϵ ∈ Rn is noise following ϵi ∼ N (0, η2). In GWA studies, simple linear regression y = xjβj + ϵ

is performed on each genetic variant across the genome on y, the trait of interest. The estimated effect is

denoted as β̂j , with standard error sej . The regression commonly includes covariates like age, sex, and top

principal components of the genotype matrix which incorporate population structure.

The m × m in-sample LD matrix is the genetic correlation matrix. Each entry Rjj′ is the linkage

disequilibrium (LD) between a pair of SNPs j and j
′
, calculated as the correlation based on genotypic allele

counts. The LD score of a SNP j, which quantifies the amount of genetic variation tagged by the variant,

is the sum of its squared correlations with all other SNPs and can be calculated as ℓj =
∑m

j′=1,j′ ̸=j
Rjj′

(Bulik-Sullivan et al., 2015).

Due to privacy concerns, the individual-level genotype data X is often not publicly accessible. How-

ever, there are abundant summary-level data of GWA summary statistics in public database like GWAS

catalog (Buniello et al., 2018; Sollis et al., 2022). Methods only requiring summary-level data are therefore

preferable to ensure their general applicability (Pasaniuc and Price, 2016). Similar to many existing meth-

ods (Thompson et al., 2015; Stephens, 2016; Zhu and Stephens, 2017; Zhang et al., 2018), we intend our

method to use only summary-level data and LD information as input. LD may be obtained on out-of-sample

reference population of the same ancestry (e.g., from 1000 Genomes Project (Fairley et al., 2019)) when

individual-level data is not available.
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S1.3 Related methods for effect size shrinkage

Shrinkage via mixture models. A group of methods use Gaussian mixture models to introduce spar-

sity (i.e., zeros) into effect sizes, essentially shrinking the inflated effects (Logsdon et al., 2010; Guan and

Stephens, 2011; Zhou et al., 2013; Thompson et al., 2015; Stephens, 2016; Zhu and Stephens, 2017; Zhang

et al., 2018; Holland et al., 2020). Many methods use a mixture of two components, usually zero-mean

Gaussian distributions, with one of them having a point mass at zero to model the near-zero effects from

null SNPs (Logsdon et al., 2010; Guan and Stephens, 2011; Zhou et al., 2013; Thompson et al., 2015; Zhu

and Stephens, 2017; Zhang et al., 2018; Holland et al., 2020). Zhang et al. (2018) also extends this ap-

proach to three mixture components, allowing some non-null variants to have distinctly larger effects. The

adaptive shrinkage method ash by Stephens (2016) uses a mixture of K components for the true effect size

distribution with a point mass for truly null SNPs. Urbut et al. (2018) introduces the multivariate adaptive

shrinkage method mash which uses multivariate Gaussian components, where the covariance matrices of the

mixture components are designed to captures patterns of multiple groups of effects. In both ash and mash,

the variance-covariance matrices of the K mixture components are generated and fixed for a pre-specified

number K, while the mixture weights are estimated to show the distributions of effects. Both methods work

with summary-level data and do not explicitly account for LD.

Fine-mapping. The goal of fine-mapping is similar to the goal of shrinkage, but on a much smaller scale:

to pinpoint, within some small trait-associated region from a GWA study, a few variants that very likely

contain a causal one. The focal regions are usually small chromosomal segments that show a lots of sig-

nificant hits in GWA, where the aggregation of hits is likely due to high LD between the SNPs. Statistical

methods for fine-mapping include identifying the lead variant in the associated region based on p-values and

Bayesian approaches which assign posterior probabilities of causality to each variant (Spain and Barrett,

2015; Pasaniuc and Price, 2016; Schaid et al., 2018; Hormozdiari et al., 2014; Benner et al., 2016; Yang

et al., 2023; Ghosal et al., 2024). SuSiE (Wang et al., 2020) formulates the task as a variable selection

problem and uses a Bayesian model for sparse multiple regression to identify variants with non-zero ef-

fect; its extension SuSiE-RSS (Zou et al., 2022) allows the use of only summary data as input. However, in

fine-mapping, the true effects are highly sparse; fine-mapping techniques rarely scale to the genome-wide

shrinkage task, especially if the trait is highly polygenic. Additionally, Bayesian inference, often performed

through MCMC, can become computationally prohibitive genome-wide.
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Multi-trait analysis of GWAS (MTAG). MTAG is a method to jointly analyze summary statistics from

GWA studies of multiple traits (Turley et al., 2018). It aims to improve the power to detect associations for

each trait separately by leveraging genetic correlation across traits. Taking in GWA summary statistics from

multiple traits, it provides trait-specific effect estimates for each SNP, as well as the association statistics

for each trait. Its key assumption is that all SNPs share the same variance–covariance structure, which

contrasts with the assumptions underlying our association clustering. While MTAG (Turley et al., 2018)

provides separate effect estimates for each trait, which allows us to incorporate these effects into our analysis

framework and compare, it neither performs shrinkage nor assumes variation in variances for SNPs with

different association patterns.

Shrinkage as regularized regression: the gene-ϵ approach. The observed GWA effects (β̂) are some-

times called marginal effects, and the true effects in the additive model (β) are sometimes called joint effects.

A simple relationship between marginal and joint effects has been derived and used in many studies (Yang

et al., 2012; Zhu and Stephens, 2017; Zhang et al., 2018; Holland et al., 2020):

E[β̂j ] =
m∑

j′=1

Rjj′βj′ , (2)

or, in matrix form, E[β̂] = Rβ. Additional scaling factors are sometimes included for each variant in the

linear summation according to their SNP heterozygosity (Holland et al., 2020) or GWA standard errors (Zhu

and Stephens, 2017). The observed effect of a variant is a weighted sum of true effects of all variants,

weighted by their genetic correlations (captured in Rjj′ ) to the focal variant.

Based on this linear relationship, gene-ϵ (Cheng et al., 2020) performed shrinkage through a regularized

regression. Elastic net (Zou and Hastie, 2005) was shown to work best after comparing against LASSO

(Tibshirani, 1996) and ridge regression (Hoerl and Kennard, 1970). The regularized β̃ was obtained by

argmin
β̃

1

m
∥β̂ −Rβ̃∥22 + λ(β̃), (3)

where ∥ · ∥1 is the L1-norm, ∥ · ∥2 is the L2-norm, and λ(·) is a regularization term that penalizes for the

4



non-zero values in β̃. For elastic net, this is

λ(β̃) = λ1

(
λ2∥β̃∥1 + (1− λ2)∥β̃∥22/2

)
, (4)

where λ1 is a multiplier controlling the overall strength of the penalty, and λ2 is the mixing parameter

controlling the combination of L1 and L2. In Cheng et al. (2020), λ2 was set to 0.5.

S1.4 Synthetic data generation and training data preparation

Generating realistic genome-wide genotype simulations is a complex task, as it involves producing both

realistic allele frequency distributions and LD patterns. Simulating genotypes from scratch using a genetic

data simulator (see National Cancer Institute (2024) for a list of resources) is beyond the scope of this study.

Simulation based on real genotype data is a common practice in genetic studies (Zhu and Stephens, 2017;

Zhang et al., 2018; Wang et al., 2020; Cheng et al., 2020; Zou et al., 2022). Here, we first sub-sampled

genotypes from real chromosomal data, and then generated synthetic true effect sizes and trait values fol-

lowing the additive model in Eq. 1. The observed effects were obtained using GWA-like regressions on the

synthetic trait. The real chromosomal data used in our simulations are from UK Biobank.

We took two approaches to simulate the true effects, one based on just SNP-level data, and one based

on gene-level information as well. We refer to these as “SNP-only simulation” and “gene-level simulation”,

respectively. For the SNP-only simulation, we subsampled regions of variants in a chromosome from a sub-

set of individuals to get genotype matrices. We then simulated the true effects and noise terms and obtained

synthetic traits. For the gene-level simulation, instead of sampling random regions from the chromosomes,

an entire chromosome was used to simulate the data. When two or more traits were simulated to evaluate

our multi-trait analysis, from all genes in the chromosome, some are chosen to be truly associated to one

of the traits, and some are chosen to be associated to multiple. A fraction of variants in those chosen genes

were set to be associated, i.e., with non-zero true effects. We vary parameters in the simulations such as the

narrow-sense heritability, which is the ratio of additive genetic variance to the total phenotypic variance, the

proportion of associated variants, and the influence of variant heterozygosity and LD-score on the variance

of effect. Simulation steps are detailed below.

Next, GWA studies are performed on the simulated traits to generate simulated univariate summary-level

data. By simulation, we generate both the ground truth effects, β∗, and the GWA summary statistics, β̂∗
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and se∗. SNP-only simulation data is then used as the training and validation data for training the NNs.

We also use NP-only simulations to benchmark the performance of different methods for shrinkage. We

use different chromosomes for simulating training data and validation data to ensure they do not overlap.

Gene-level simulation is not used for training. We use it solely for performance comparison end-to-end,

including shrinkage, clustering, and gene-level analysis (Fig. 2).

An issue we encountered was that simulated observed effects do not closely follow the distribution of

real GWA effects. Despite the widely used additive model (Eq. 1), the true generative processes underling

our genome is much more complicated than those suggested by the theoretical models. However, supervised

learning models rely on a good alignment between training and test data to perform well. We bridged this

gap between simulated data and real data by applying transformations on the simulated values, both β̂∗ and

se∗, to better approximate the distributions of empirical ones.

We noticed that the distribution of real GWA effects (β̂) follows a Laplace distribution more closely than

a normal one, so we fit a zero-centered Laplace distribution on β̂ of the traits of interest. We also included

an option to fit a non-symmetric Laplace instead. We then transformed simulated β̂∗ values so that the

empirical cumulative distribution follows this fitted Laplace distribution. For the standard errors, we simply

re-scaled them so that the scales of synthetic se∗ match the real ones. In this way, the simulated values, after

transformation, distributed similarly to the real ones, and were ready to be used for model training.

Simulating effect sizes. When simulating effect sizes of causal variants, we used a flexible variance model

that incorporates allele frequency and linkage disequilibrium (LD). For each variant j,

Var(βj) ∝ (2pj(1− pj))
s ℓwj , (5)

where pj is the minor allele frequency (MAF) of the variant, and ℓj is its LD-score; s and w are two

parameters controlling the influence of variant heterozygosity (2pj(1 − pj)) and LD-score on the variance.

We considered various parameter settings, with s ∈ {−0.25, 0} and w ∈ {−1, 0}. The models used for

our downstream analyses were trained using s = −0.25, w = 0, and evaluated on all settings. s = 0

corresponds to no dependence on allele frequency, while s = −0.25 induces larger effects for rarer variants,

reflecting empirical observations that rare variants can contribute disproportionately to trait variation. w = 0

corresponds to no LD dependence, whereas w = −1 down-weights variants in high-LD regions, consistent
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with the LDAK model (Speed et al., 2012, 2017) which assigns higher weights to SNPs located in low-LD

regions. Together, these choices represent a range of various genetic architectures, from uniform models

that ignore frequency and LD to architectures that favor rare variants in low-LD regions. For each causal

variant, the effect size βj is then drawn from a normal distribution, βj ∼ N (0,Var(βj)).

SNP-only simulation. We subsampled several regions of m∗ = 1000 variants in a chromosome from a

subset of N∗ = 10000 individuals, giving a genotype data matrix X∗ of size m∗ × N∗. The SNP-only

simulation procedure for each sampled X∗ is as follows:

1. Set the simulation parameters: allele-frequency factor s, LD-score factorw, fraction of causal variants

pcausal, and narrow-sense heritability h2.

2. Randomly pick a set of causal variants, C, with the number of causal variants |C| = max(2, pcausal ×

m∗).

3. Simulate true effects as β∗j ∼ N (0,Var(βj)) for j ∈ C following Eq. 5 and β∗j = 0 otherwise.

4. Re-scale all simulated effects β∗ so that Var(X∗β∗) = h2.

5. Simulate a noise vector ϵ∗ of size N∗, with ϵ∗i ∼ N (0, 1− h2).

6. Simulate synthetic traits as y∗ = X∗β∗ + ϵ∗.

7. Perform simple regressions on m∗ variants separately:

y∗ = x∗jβ
∗
j + ϵ∗,

giving an observed effect β̂∗j and its corresponding standard error se∗j for each variant.

8. Subset the full LD matrix of the chromosome calculated using the real genotype data to corresponding

variants to get LD of the simulated data, R∗, as the m∗ ×m∗ matrix block.

9. Transform the simulated β̂∗ and rescale se∗ so that they distribute similarly to the real ones.

10. Construct features Ω∗ from β̂∗, se∗, and R∗ for supervised learning following Eq. 2.
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The transformation of the simulated betas β̂∗ was done by first fitting a Laplace distribution to the real

GWA effects (here we use the trait MCV), and then transforming the empirical distribution of simulated

data to match that of the fitted Laplace. The simulated standard errors se∗ were scaled by s∗−a∗

b∗−a∗ (b− a)+ a,

where (a, b), and (a∗, b∗) are the (1%,99%)-quantile values of the real se and the simulated se∗. The quantile

values instead of the minimum and maximum were used to make the scaling more robust to outliers.

For the training data, we generated 100 simulations for each set of parameter settings (s ∈ {−0.25, 0},

w ∈ {−1, 0}, pcausal ∈ {0.01, 0.05}, and h2 ∈ {0.3, 0.7}, a total of 16 combinations), using Chromosomes

18, 19, 21, and 22, resulting in a total of 100×16×4×1000 = 6, 400, 000 data points. For the validation data,

we generated 100 simulations using Chromosome 20, resulting in a total of 100× 16× 1000 = 1, 600, 000

data points. The validation data was also used in SNP-level performance comparisons.

Gene-level simulation. Gene-level simulation was based on 15,250 genotyped variants on Chromosome

15 from UK Biobank, with 433 genes with at least two SNPs (we used the same gene list as in Cheng et al.

(2020)). We generated the causality patterns of two simulated traits. For simulation, we randomly sampled

5% from all genes with at least 6 SNPs to be truly associated to either one or both of the traits. Either

30% of all the SNPs in each causal gene or two SNPs, whichever comes larger, were chosen to be causal.

For those associated to both, true effects were drawn from a zero-mean bivariate normal that result in a

high correlation—either positive or negative—between them. For variants only associated to one trait, we

sampled the true effects from a zero-mean univariate normal. The narrow-sense heritability of both traits are

fixed at h2 = 0.7. The rest of the simulation procedure follows the same steps 4 to 10 as in the SNP-only

simulation. We generated 100 gene-level simulations, each containing the effects of 15,250 variants for two

traits. Altogether there were 200 single-trait simulations, and they were used for performance comparisons

of shrinkage methods (Fig. 2).

S1.5 LD block decomposition

Both elastic net (Cheng et al., 2020) and SuSiE-RSS (Wang et al., 2020; Zou et al., 2022) are computationally

expensive when shrinking many variants, e.g., all genotyped variants from an entire chromosome—even for

the shortest autosome. Performing shrinkage using these methods on the entire LD matrix of a chromosome

is therefore inefficient.

Variants far apart on the chromosome have relatively low LD, making the LD matrix close to a block-
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diagonal matrix. It is therefore common to split the genome into nearly independent blocks of LD. While

operations on the full LD can be computationally expensive, applying them to smaller matrices can make

these operations faster and parallelizable (Berisa and Pickrell, 2015; Kim et al., 2017; Privé, 2021). We

decomposed the LD matrix of each chromosome into multiple LD blocks and performed shrinkage on each

block separately. This allowed us both to greatly reduce the problem size. The results obtained on each LD

block were then aggregated together.

We adopted a method from Berisa and Pickrell (2015) to get approximately independent LD blocks.

Each antidiagonal term of the LD is represented by the sum of its elements, where a low sum value indicates

that variants on two sides of the antidiagonal are weakly linked. Next, a low-pass filter is passed on the

antidiagonal sums to reduce noise and several minima are chosen to be the candidate segment boundaries,

followed by a local search in the proximity of each minimum for fine-tuning. Number of blocks in each

chromosome was chosen so that each block contains around 1000 variants.

S1.6 Neural network architectures and training settings

In our network models, each fully-connected hidden layer is followed by a batch normalization layer and a

ReLU activation function. The final layer, which is also a fully-connected linear layer, outputs the desired

regularized effect. To prevent over-fitting, drop-out layers with drop out rate of 0.2 were included. A

graphical representation of the architectures is in Fig. S1.

We trained the model using the Adam optimizer with a learning rate of 10−4. The objective function

was the Mean Squared Error (MSE) loss. To place greater importance on accurately predicting non-zero

effects, we also included an option to apply a higher weight to these values during training. We trained each

model with a batch size of 100 for a maximum of 500 epochs and implemented early-stopping to prevent

over-fitting. The training always terminated early.

Neural-network shrinkage performed consistently across network architectures with different number

of layers and input sizes, and no specific architecture excels at all tasks. In this study, we compared a

few architectures and chose the 2-layer and 3-layer architectures using top 15 variants in demonstrations.

We did not delve into the exploitation of model parameters and training hyperparameters, as our focus lies

primarily on demonstrating the practical application of such deep supervised learning methods for shrinkage.

In general, while more complex models may possess greater computational power, they are also subject to a

higher computational burden and an increased risk of overfitting to the specific training data. Therefore, we
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recommend selecting an architecture that maintains a good balance between complexity and generalization,

ideally validated on small subsets of data.

S1.7 Probability density functions of distributions

Below are the probability density functions of the distributions used in the inference of zero-mean infinite-

mixture model. A categorical distribution parameterized by π of size K is denoted as Cat(π), with pdf

f(z|π) = Cat(z|π) =
K∏
k=1

[πk]
zk . (6)

A Beta distribution with shape parameters a and b is denoted as Beta(a, b), with pdf

f(v|a, b) = Beta(v|a, b) = 1

B(a, b)
va−1(1− v)b−1, (7)

where B(a, b) = Γ(a)Γ(b)
Γ(a+b) is the beta function and Γ(·) is the gamma function.

A Wishart distribution with ν degrees of freedom and a p × p symmetric positive-definite scale matrix

L is denoted as W(L, ν), with pdf

f(A|L, ν) = W(A|L, ν) =W (L, ν)|A|
ν−p−1

2 exp{−1

2
Tr(L−1A)}, (8)

where W (L, ν) = 1
2νp/2|L|ν/2Γp(ν/2)

= 2−νp/2 |L|−ν/2
(
π

p(p−1)
4
∏p

j=1 Γ(
ν+1−i

2 )
)−1

.

S1.8 Variational inference

To reduce the problem size of clustering, we first removed all variants with zero and near-zero regularized

effects. Let β̃ ∈ Rm×p be the effects of m variants on p traits. The clustering input is γ ∈ RJ×p, where

γi ∈ {β̃j ∈ Rp|β̃j ̸≈ 0 for j = 1, . . . ,m} (9)

are the J variants with non-zero effects for any of the p traits. We cluster the J variants according to their

associations represented by distributions of their effect sizes. The latent indicator variables {zi}Ji=1 are what
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we want the clustering algorithm to output, where

zik =

 1 if variant i belongs to cluster k

0 otherwise
, (10)

for a total of K clusters to be determined by the model.

Under the zero-mean infinite-mixture model,

γi ∼
∞∑
k=1

πkN (0, A−1
k ) (11)

zi ∼ Cat(π), (12)

πk = vk

k−1∏
ℓ=1

(1− vℓ). (13)

Note that v deterministically gives the values of π. We use the priors

vk ∼ Beta(a0, b0) = Beta(1, α) (14)

and

Ak ∼ W(L0, ν0), (15)

for v and A, where Beta(a, b) denotes a Beta distribution and W(L, ν) denotes a Wishart distribution, and

a0, b0, L0, ν0 are the hyperparameters.

We need to approximate the intractable posterior p(z, v, A|γ) of our model. Variational inference (VI)

(Jordan et al., 1999; Wainwright and Jordan, 2008) is a popular technique in Bayesian statistics and ma-

chine learning to approximate complex probability distributions by a “closest” simpler variational distri-

bution, typically from a predefined family of simpler distributions, which is parameterized by variational

parameters.

We approximated the posterior distribution of our model using VI. The variational variables are {z, v, A}:

the latent indicators z, the parameters for mixture weights v, and the precision matrices of the Gaussian dis-

tributions A. The observed data are the non-zero regularized effects {γ}. A graphical representation of the

model is included in Fig. S2. Specifically, we use the technique of mean-field inference and coordinate-
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ascent optimization to perform inference. Under mean-field assumptions, the variational distribution factor-

ize over partitions of mutually independent latent variables. Coordinate ascent variational inference (CAVI)

is a typical method to optimize the evidence lower bound (ELBO), in which the variational approximation

of each partition of the latent variables is optimized in turn while holding the others fixed. This is sometimes

also called variational expectation maximization, where coordinate updates on local variables correspond to

the E-step and the updates on global variables correspond to the M-step in the classic EM. Optimization

steps are detailed below.

VI for the zero-mean infinite Gaussian mixture model. The likelihood of data given the model is

p(γ|z,A) =
J∏

i=1

∞∏
k=1

[
N (0, A−1

k )
]zik . (16)

The conjugate prior on variational variables is

p(z, π,A) = p(z|π) p(v) p(A)

=

J∏
i=1

Cat(zi|π)
∞∏
k=1

Beta(vk|a0, b0)
∞∏
k=1

W(Ak|L0, ν0)

=

J∏
i=1

∞∏
k=1

[
vk

k−1∏
ℓ=1

(1− vℓ)

]zik
×

∞∏
k=1

va0−1
k (1− vk)

b0−1

B(a0, b0)

×
∞∏
k=1

W (L0, ν0)|Ak|
ν0−p−1

2 exp{−1

2
Tr(L−1

0 Ak)}.

(17)

The target distribution is the posterior p(z, v, A|x), and the variational distribution is q(z, v, A). We

use mean-field approximation and coordinate-ascent optimization to perform the inference. That is, we

assume that q can factorize over parameters θ = {z, v, A}. The mean field approximation of the posterior

p(z, v, A|γ) is

p(z, v, A|γ) ≈ q(z, v, A) = q(z)q(v)q(A)

=

J∏
i=1

Cat(zi|ri)
K−1∏
k=1

Beta(vk|ak, bk)
K∏
k=1

W(Ak|Lv, νk).
(18)

In the approximation distribution, K is set to an appropriately large value, e.g., K = 20. The variational

posterior truncated at this upper limit K can be a reasonable approximation to the infinite mixture (Blei and
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Jordan, 2006).

In coordinate-ascent variational inference (CAVI), we iterate over each of the variables z, v, and A. For

each variable set t, we set

q∗(t) ∝ expEqθ ̸=t
[log p(t|θ̸=t,b)] , (19)

while keep all other {qs(·)}s̸=t fixed, where θ ̸=t denotes the sets of variables excluding t. The iteration stops

when the algorithm converges to a local optimum of the non-convex ELBO objective. This can be thought

of as a variational EM algorithms, where the variational E-step involves updating q(z), and the variational

M-step involves updating q(v) and q(A). The derivation of the optimization steps is similar to that of a

non-zero multivariate mixture in Nickl (2020).

Variational E-step. Following CAVI, in each iteration, q(z) is updated as

log q(z) = Eq(v,A)[log p(γ, z, v, A)] + C

= E

[
log

J∏
i=1

∞∏
k=1

[
N (γi|0, A−1

k )
]zik]+ E

[
log

J∏
i=1

Cat(zi|π)

]
+ C

=

J∑
i=1

K∑
k=1

zik log ρik + C.

(20)

where E[·] is with respect to q(v,A), C denotes some constant, and

log ρik =
1

2
E [log|Ak|]−

p

2
log(2π)− 1

2
E[γTi Akγi] + E[log vk] +

k−1∑
j=1

E[log(1− vj)]. (21)

The expectations in Eq. 21 evaluate to

Eq(v,A)[log |Ak|] = ⟨log |Ak|⟩ =
p∑

j=1

ψ(
νk + 1− j

2
) + p log 2 + log |Ak|

Eq(v,A)[γ
T
i Akγi] = νkTr(γiγTi Lk)

Eq(v,A)[log vk] = ⟨log vk⟩ = ψ(ak)− ψ(ak + bk)

Eq(v,A)[log(1− vk)] = ⟨log(1− vk)⟩ = ψ(bk)− ψ(ak + bk).

(22)

where ψ(x) = d
dx log(Γ(x)) =

Γ′(x)
Γ(x) is the digamma function.
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The updated q(z) follows a Categorical distribution

q(z) =
J∏

i=1

K∏
k=1

rzikik , with rik =
ρik∑
j ρij

. (23)

Variational M-step. Next, we need to update q(v) and q(A) in each iteration.

log q(v,A) = Eq(z)[log p(γ, z, v, A)] + C

= E

[
log

J∏
i=1

∞∏
k=1

[
N (γi|0, A−1

k )
]zik]+ E

[
log

J∏
i=1

Cat(zi|π)

]

+ E

[
log

∞∏
k=1

Beta(vk|a0, b0)

]
+ E

[
log

∞∏
k=1

W(Ak|L0, ν0)

]
+ C

=

J∑
i=1

K∑
k=1

rik

(
1

2
log |Ak| −

1

2
γTi Akγi

)
+

J∑
i=1

K∑
k=1

E [zik log πk]

+
K∑
k=1

[(a0 − 1) log vk + (b0 − 1) log(1− vk)]

+

K∑
k=1

[
ν0 − p− 1

2
log |Ak| −

1

2
Tr(L−1

0 Ak)

]
+ C,

(24)

where
∑K

k=1 E [zik log πk] =
∑K

k=1

[∑K
j=k+1 rij log(1− vk)

]
+ rik log vk.

Separating the expression into terms that depend only on v and those that only depend onA, the approx-

imate posterior becomes

log q(v,A) = log q(v) + log q(A). (25)

For v terms:

log q(v) =

J∑
i=1

K∑
k=1

 K∑
j=k+1

rij log(1− vk)

+ rik log vk

x
+

K∑
k=1

[(a0 − 1) log vk + (b0 − 1) log(1− vk)] + C

=

K∑
k=1

(
a0 − 1 +

J∑
i=1

rik

)
log vk +

b0 − 1 +

J∑
i=1

K∑
j=k+1

rij

 log(1− vk) + C.

(26)

Therefore, q(v) is a product of Beta distributions q(v) ∝
∏K−1

k=1 Beta(vk|ak, bk), where the product stops at
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K − 1 as q(vk = 1) = 1 by the truncated stick-breaking construction, and

ak = a0 +
J∑

i=1

rik, bk = b0 +
J∑

i=1

K∑
j=k+1

rij . (27)

For A terms:

log q(A) =
J∑

i=1

K∑
k=1

rik

(
1

2
log |Ak| −

1

2
γTi Akγi

)

+

K∑
k=1

[
ν0 − p− 1

2
log |Ak| −

1

2
Tr(L−1

0 Ak)

]
+ C.

(28)

Match the terms with the product of Wishart distributions

log q(A) =
K∑
k=1

logW(Ak|Lk, νk)

=

K∑
k=1

logW (Lv, νk) +
νk − p− 1

2
log |Ak| −

1

2
Tr(L−1

k Ak),

(29)

and use the property

xTAx = Tr(xxTA),

we can write q(A) as a product of Wishart distributions q(A) ∝
∏K

k=1W(Ak|Lk, νk) with

Lk =

(
L−1
0 +

J∑
i=1

rikγiγ
T
i

)−1

, νk = ν0 +
J∑

i=1

rik. (30)

Convergence. The convergence of the optimization can be checked by evaluating the ELBO after each

iteration of the E and M-steps:

ELBO(q) =
∑
z

∫
v

∫
A
q(z, v, A) log

p(γ, z, v, A)

q(z, v, A)
dv dA

= E[log p(γ|z,A)] + E[log p(z|π)] + E[log p(v)] + E[log p(A)]

− E[log q(z)]− E[log q(v)]− E[log q(A)],

(31)

where E[·] is with respect to q(z, v, A). Each term in Eq. 31 can be evaluated separately; here we do not

exhaustively enumerate the evaluations.
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Local optimum. VI is known to converge to a local maximum. We therefore chose to run the inference

procedure multiple times, each starting from a different initialization, and aggregated the multiple runs to

reduce the chance of being trapped in sub-optimal clustering. This is done by using the majority K∗ value

from the runs and choosing the run that yields a model with lowest Bayesian information criterion (BIC)

across all runs with the K∗ value.

S1.9 Univariate gene enrichment test

The (univariate) gene-level test statistic is

Q̃g = β̃Tg β̃g, (32)

where the subscript ·g indicates all variants in the gene g. According to Cheng et al. (2020), such a quadratic

form of SNP effects is commonly used in gene enrichment methods. Based on the SNP-level null hypothesis

H0 : E[β2i ] ≤ σ2ϵ , Q̃g is tested against the gene-level enrichment null hypothesis H0 : Qg = 0 that is depen-

dent on σ2ϵ . The normality assumption for true effects allow a linear combination of chi-squared test statistics

to be used to test the significance of the gene. Cheng et al. (2020) uses Imhof’s method (IMHOF, 1961)

implemented in R. Alternatively, tests like Davies (1980) and Liu et al. (2009) serve similar purpose. In this

study, to compare the univariate gene-level results using different shrinkage methods, we implemented the

enrichment test in Python using Liu et al. (2009) available through the package chiscore. We corrected

the output p-values for multiple testing by controlling the controls the false discovery rates (FDR) at level

α = 0.05 (Benjamini and Hochberg, 1995).

Verification with biological processes of genes. We used the gene annotation of SNPs from NCBI’s

Reference Sequence (RefSeq) database (Pruitt, 2004) in the UCSC Genome Browser, same as in Cheng et al.

(2020). The Gene Ontology (GO) knowledge base (Ashburner et al., 2000; Aleksander et al., 2023) provides

a good resource to assess the gene enrichment test results. It contains knowledge about the biological

processes that gene products may carry out, with which we can investigate the functions of genes that

are identified as associated, possibly to varying degrees, to the traits of interest. We used the gene set

enrichment analysis tool Enrichr (Chen et al., 2013) to verify identified genes against their known GO

biological processes (Fig. 3C-D).
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S1.10 Categorization of the association clusters

Variants in each clusters can roughly be grouped into three types: trait-specific, shared-association, and

non-prioritized association. In the bivariate clustering case, each cluster has a variance-covariance matrix

Σk. We computed the ratio between the largest and smallest eigenvalues of Σk. We also looked the angle

between x- or y-axis and the vector represented by the eigenvector corresponding to the largest eigenvalue,

which represents the direction of the major axis of the covariance ellipse of the Gaussian. If the ratio is large

enough (e.g., > 5) and the angle is small (e.g., < 15◦ to either axis), then we designated the cluster to be

trait-specific. If the cluster is not trait-specific, then we categorize it to have shared association. However,

this type of clusters may sometimes contain variants that have large trait-specific effects, but get mixed

together with those having large effects in both traits. We grouped them as “shared association”, although

finer-scaled categorization of association types is possible. For clusters that have Σk with both eigenvalues

small, i.e., having a small Tr(Σk), we treated them as non-prioritized. The threshold for Tr(Σk) can be

adapted based on observed patterns in the output.

When there are more than traits, Gaussians mixtures reside in higher-dimensional spaces, making ge-

ometric visualization more challenging. Nevertheless, by examining the angles between the axes of the

hyper-ellipses and the trait axes, as well as the lengths of the hyper-ellipse axes projected onto the trait axes,

we can establish criteria to identify clusters associated with specific trait(s).

S1.11 Comparison to a linear NN model

One advantage of using neural-network-based effect size shrinkage is that, unlike elastic net which assumes

linear relationships between true and inflated effects, network architecture design like the ML-MAGES 2L

and 3L can easily capture non-linearities among correlated effects of variants.

To assess the necessity of capturing non-linear relationships, we further evaluated the performance of

ML-MAGES framework using a single-layer neural network that directly connects all the input features to

the output. The size of this single layer is determined by the number of features. This special network is only

capable of capturing linear relationships, thus serves as a baseline comparison for showing how important

non-linearity is in addressing effect size inflation. The performance of this special network is labeled as

LINEAR across all figures. It is not surprising that ML-MAGES (2L) and ML-MAGES (3L) consistently

outperformed LINEAR (Fig. 2; Supplemental Figs. S3-S4), which demonstrates the importance of capturing
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non-linear relationships among correlated effects in effect size shrinkage.

S1.12 Performance in a simulated three-trait scenario

To show that our ML-MAGES framework is generally applicable to multi-trait association patterns, in addi-

tion to the performance comparison we conducted with two simulated traits, we extended our simulation to

a three-trait scenario. The generation of simulation data closely follows that in Section S1.4, and is detailed

below.

A total of 100 simulations are generated. In each simulation, using a sub-sampled set of N∗ = 10000

individuals from the UKB genotype data in chormosome 15, we randomly select 5% of genes to be truly

associated to some traits, categorized into five association types: associated with only one trait (three types:

trait 1-specific, trait 2-specific, and trait 3-specific, each with 1/7 probability), associated with two traits

(traits 1&2-shared, with 2/7 probability), or associated with all three (all traits-shared, with 2/7 probability).

To limit scenario complexity, we excluded certain pairwise combinations for shared associations between

two traits. Since traits are synthetic, we generalized this scenario by focusing on traits 1 and 2 without

loss of generality. Within each such gene, either 30% of variants or 2 variants—whichever is larger—are

simulated to be associated, i.e., having non-zero true effects.

For variants with trait-specific associations, their true effects were sampled from zero-mean normal

distribution with variance in Eq. 5. For variants with shared associations among p traits, the true effects of the

p traits were sampled simultaneously from a zero-mean multivariate distribution. The variance-covariance

matrix for variant j is constructed by assigning its effect variance Var(βj) from the univariate simulation

(Eq. 5) to all entries in a square matrix V of size p × p, then multiplying each pair of non-diagonal entries

in this matrix (representing the covariance between two traits) by a sampled correlation value ρ so that the

matrix is symmetric positive semi-definite, making V a valid variance-covariance matrix. In the three-trait

scenario, for simplicity, we let correlations for all pairs to be the same ρ ∈ [−0.5,−0.4] ∪ [0.6, 1], sampled

from the negative interval uniformly with 50% probability and from the positive interval uniformly with

50% probability. The narrow-sense heritability of all traits was fixed at h2 = 0.7, and s = −0.25, w = 0

(Eq. 5), as in the univariate simulation.

Because we simulated three traits, there were 300 single-trait simulations in total. Supp. Fig. S3 shows

the performances of different shrinkage methods. For gene-level multivariate analysis performance, we

only included three of the five ground-truth association types as representatives: trait 1-specific, traits 1&2-
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shared, and all traits-shared. In both SNP-level shrinkage and gene-level association pattern identification,

our method ML-MAGES consistently achieved good performance.

S1.13 Additional simulation comparisons when training uses imputation data

To further demonstrate the reliability of the method, we trained the models using simulation based on im-

puted genotype data of UKB, which contains regions with much denser variants subjecting to much higher

correlations than the genotyped data. We applied these models to simulated evaluation data based on geno-

typed data of Chromosome 15 (15,250 SNPs), same as before. The results are shown in Supp. Fig. S4.

The simulated model training data was generated based on imputation data from Chromosomes 7 to 22,

which contains a total of 2,283,694 variants (the other chromosomes were not included for computational

burden caused by processing large number of variants in imputation data). Simulated samples based on

Chromosomes 10, 13, 17, and 19, all randomly chosen, were used in the validation set, and the rest in the

training set. The difference in data density leads to significant variation in the correlations between variants.

Highly-correlated markers are particularly subject to inflation, making it difficult to shrink their effect sizes,

as these effects can easily surpass true effects due to high LD. As a result, it was hard for models trained on

imputed data to fully reduce spurious associations to near-zero values while retaining the effects of putative

true associations. To account for non-sparsity caused by marker density, we measured the performance

by both PRC and weighted RMSE, where the weights are applied inversely proportional to the fraction of

variants with true non-zero and zero effects.

In simulation, we varied the fraction of causal genes (fcg) and the fraction of causal variants in each

causal gene (fcs), while fixing the fraction of causal variants not in any causal genes to be 0.1. The simulated

effects were then transformed, as described in Supplemental Methods S1.4, to match the distribution of

estimated GWA effects of the trait mean corpuscular volume (MCV) in the imputation data. Each simulated

data sample was based on a chromosomal segment of 1,000 variants from the imputation data. We generate

150 such data samples for each of the chromosome, resulting in a total of 600,000 data samples from training

chromosomes and 200,000 from validation chromosomes. From them, a total of 15,000 were subset and used

for training, and 5,000 were used for validation. When effect values are very small, training can suffer from

numerical instability of some weights or gradients in the neural networks; therefore, we scaled the simulated

effects by 250, which equals one over the absolute value of the original transformed effects rounded to the

nearest 10. Note that when applying the trained models, inputs were scaled up by 250 as well, and the
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corresponding outputs were then divided by 250 afterwards.

We evaluated the model’s performance on simulation data generated from genotyped data. The differ-

ence between the simulation of training and evaluation data, as well as the difference in simulation settings,

allowed us to examine robustness of ML-MAGES when the training simulations do not perfectly reflect the

true underlying effect size distribution, which is often the case in practice. We also included the performance

of elastic net shrinkage using untransformed synthetic effects, as the original elastic net method does not

depend on the generation or transformation of training data.

The much higher density of the imputed variants caused significantly larger LD between them, which

subsequently introduces large inflation in the effects, making the shrinkage problem much more challenging

overall than in the genotyped data. Although the model’s training performance was less optimal when

using simulations based on imputed data, models trained on imputed data still consistently outperformed

the elastic net method in shrinkage when applied to simulations based on genotyped data. This holds across

various simulation settings that differ in the proportion of true causal genes and causal variants, as shown in

Supp. Fig. S4.

S1.14 Implementation details

We implement the method and perform our analyses in Python 3.9. Neural networks are implemented

using the package PyTorch. Elastic net shrinkage is implemented using the package scikit-learn.

SuSiE-RSS (susie) is performed in R using the library susieR (Wang et al., 2020; Zou et al., 2022).

FINEMAP (Benner et al., 2016) and MTAG (Turley et al., 2018) software are downloaded separately and

run from command lines using the subprocess package of Python. We conducted both our training and

non-training tasks on a machine with Linux 5.14 OS, x86-64 architecture, Intel Xeon Processor E5-2675,

using 1 CPU node. The experiments in our study require no more than 18 GB of memory per chromosome

for genotyped data. All analyses are parallelized and partitioned, for example, by chromosome, or by LD

blocks from a chromosome.
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