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1. Assessment of binary classification models by supervised deep learning

The feature-barcode matrix of PD patients and healthy young and aged donors
(GSE193688) (Adams et al. 2024) was first dimensionally reduced by autoencoder.py. The
classifier model was then trained and assessed by the output of the autoencoder and the
binary labels classifier_analysis.py with “-I” option. Briefly, 20% of the dataset was randomly
partitioned as test dataset. The remaining dataset was further randomly divided into training
and validation dataset (80% and 20%, respectively). During the training step, the model
parameters were initially fit on the training dataset, and turned by the validation dataset. True
positive rates and false positive rates were calculated in each category (disease, age, and
sex) with test dataset at various threshold setting. Area under the curve of receiver operating
characteristic curve was finally used to assess the performance of the binary classification.
We repeated the above steps at 10 times and statistically compare the prediction
performance across disease, age, and sex (Figure S1l).

2. Application of weakly-supervised deep learning models to single-cell transcriptome
profiles of Parkinson’s disease

We trained the weakly-supervised deep learning model from a single-cell gene expression
of PD patients and healthy young and aged donors (GSE193688) (Adams et al. 2024). Briefly,
probabilistic labels were calculated in disease and age using the dimensionally-reduced
matrix (the output of autoencoder.py) and the binary labels. Then, the classifier model was
trained by the dimensionally-reduced matrix and the probabilistic labels. Using the trained
model, we calculated scores of “disease progression” and “biological age” in three PD single-
cell transcriptomic datasets (GSE193688) (Adams et al. 2024), SRP281977 (Smajic et al.
2022) and SRP291578 (Xu et al. 2023)). Individual cells were then separated into disease
progressive and early-staged/healthy cells by 0.8 cutoff of the inferred disease progressive
scores (Figure 1D). Differentially-expressed genes were identified by comparing gene
expression profiles between disease progressive and early-staged/healthy cells in PD
patients (Figure 1F) or age-matched donors (Figure S2C). Cells were also separated by the
inferred biological ages into four groups with 0.25, 0.5, and 0.75 thresholds. Expression of a
relevant age-dependent gene, FKBPS, was compared across these groups (Figure S2D). The
correlations between the inferred disease progressive levels and gene expression were
calculated by cor function with method="spearman” option in R. Significant correlation was
defined as more than 0.1 or less than -0.1 with p<2.2x10-'® (Figure 2C). GO analysis was
performed in the differentially-expressed genes or the correlated genes using GOstats R
package (Falcon and Gentleman 2007).

3. Application of existing cell scoring tools to predict disease progression and
biological aging

scPred (v1.9.2) and Milo (v1.10.0) were performed according to their instructions (Alquicira-
Hernandez et al. 2019; Dann et al. 2022). Briefly, in scPred, the model training was first
implemented with frainModel by selecting disease state (disease or healthy) or aging (aged or
young). Subsequently, the probabilities to disease and aging were calculated by scPredict
function with default parameters. In Milo, we first converted the Seurat object into
SingleCellExperiment object, and then changed it to Milo object. K-nearest neighbor graph
was constructed by buildGraph function with “k=10, d=20" options. Representative cells in
each node was defined by makeNhoods function with “prop = 0.1, k = 10, d=20, refined =
TRUE” options. After counting cells in each neighborhood across samples by countCells
function, the neighborhood connectivity was computed by calcNhoodDistance function with
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“d=20" option. Finally, the differential abundance of disease state (disease or healthy) or
aging (aged or young) was estimated by testNhoods function.

4. Application of weakly-supervised deep learning models to single-cell transcriptome
profiles of epilepsy and GBM patients

The weakly-supervised deep learning model was trained from a single-cell dataset of
epilepsy patients and healthy donors (SRP132816) (Velmeshev et al. 2019). We set threshold
of the inferred epileptogenic scores as 0.5, since almost all of cells from healthy donors were
less than this cutoff (Figure 2E). The single-cell data of epilepsy patients and healthy donors
was projected into UMAP dimension as described above (Figure 2F). Cell types were
determined by cell-type specific markers. For example, L2/3 neurons were determined by co-
expression of vGLUT1 (SLC17A7) and CUX2, whereas astrocytes are by GFAP. Differentially
expression analysis and GO analysis between epileptogenic and non-epileptogenic cells was
performed in L2/3 neuron and astrocyte cluster, in which vast majority epileptogenic cells
were observed (Figure S3l).

Using the trained model, we inferred epileptogenic levels in a single-cell dataset of GBM
patients (SRP227039) (Bhaduri et al. 2020). The clusters were labeled by enrichment of
markers for three GBM molecular subtypes: PN: proneural, CL: classical, and MES:
mesenchymal (Verhaak et al. 2010; Wang et al. 2017). using GSEA software (v4.1.10)
(Subramanian et al. 2005). A gene set is considered enriched for a certain cluster if its
resulting false discovery rate (FDR) adjusted p-value was equal to or less than 0.05. Then,
epileptogenic GBM cells were defined as more than 0.5 scores (Figure 2G). Enrichment of
epileptogenic GBM cells were analyzed in each Seurat-based cluster. Differentially
expression analysis and GO analysis between epileptogenic and non-epileptogenic GBM
cells were performed in CL-MES and CL3 clusters, in which epileptogenic GBM cells were
enriched (Figure 2H and S3J). EGFR amplification status in each patient was obtained from
the literature (Figure S3K) (Bhaduri et al. 2020).

5. Application of weakly-supervised deep learning models to single-cell transcriptome
profiles of Alzheimer’s disease

The weakly-supervised deep learning model was trained by single-cell transcriptome
profiles of Braak Stage VI (SRX9446250 and SRX9446251) and non-AD controls
(SRX9446233, SRX9446234, SRX9446236, and SRX9446244) (Smith et al. 2022). The
trained model was then used to infer disease progression levels of individual cells in AD
patients with Braak Stage | (SRX9446247, SRX9446248, SRX9446249, SRX9446252,
SRX9446253, SRX9446254, SRX9446255, and SRX9446256), I1I/IV (SRX9446237,
SRX9446238, SRX9446240, and SRX9446245), and V (SRX9446239, SRX9446241,
SRX9446243, and SRX9446246). The percentages of pTau and AB-positive cells/area in each
patient were obtained from the literature (Smith et al. 2022) and compared with average of the
inferred disease progression scores (Figure 3D). The correlations between the inferred
disease progressive levels and gene expression were calculated by cor function with
method="spearman” option in each cell type. Significant correlation was defined as more than
0.1 or less than -0.1 with p<2.2x10-'6 (Figure 3E and 3F).

6. Application of weakly-supervised deep learning models to single-cell transcriptome
profiles of DHT-treated brain organoids

The weakly-supervised deep learning model was trained by a single-cell data of DHT- and
mock-treated brain organoids (SRP344464) (Kelava et al. 2022). The threshold of cellular
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response to DHT was set as 0.55 (Figure 4A). After UMAP projection by Seurat, neuron (N1-
5) and glia clusters (G1-11) were defined by expression of STMNZ2 and SOX2, respectively.
Neurons were further separated into excitatory (vGLUT1 (SLC17A7)" or vGLUT2
(SLC17A6)"), inhibitory (vVGAT (SLC32A1)*) and non-committed neurons (vGLUT1", vGLUTZ,
and vGAT"). Glia cells were separated into radial glia (COL4A5"), dividing radial glia
(TOP2A*), and basal radial glia (PTN*) (Figure 4C). The ratio of DHT-responded cells was
compared across these subtypes (Figure 4D). Differentially-expressed genes (fold change >
1.25 and p<0.05 with two-sided t-test) between DHT- and non-responded cells and between
DHT- and mock-treated cells (global comparison between DHT- and mock-treated organoids)
was identified in N3 and G5 cluster (Figure 4E).

7. Application of weakly-supervised deep learning models to CITE-seq of CAR-T cells

Gene and protein expression matrices were obtained from NCBI GEO database
(GSE181437) (Tian et al. 2022). First, singlet, doublet, and negative cells were identified from
ADT matrix with HTODemux function in Seurat (Doublet cells were removed from the
subsequent analyses) (Hafemeister and Satija 2019). The ADT matrix was then normalized
and denoised by dsb R library (v1.0.2) (Mule et al. 2022). Briefly, the ADT count matrix of
singlet and negative cells were inputted in DSBNormalizeProtein function as
cell_protein_matrix and empty_drop_matrix parameter, respectively. Mouse IgG antibodies
were used as isotype controls. Finally, the normalized ADT matrix was combined with RNA
count matrix and used for the training of the weakly-supervised deep learning models. CAR-T
cells were identified by the presence of CAR binder library sequences.

The normalized RNA and ADT matrices were also used for cell trajectory analysis. Briefly,
the normalized RNA data slot in Seurat object was combined with the normalized ADT
matrices with rbind function. Subsequently, the Seurat object was converted into Monocle 3
object using as.cell_data_set function in SeuratWrappers R package (v0.3.0). Cell trajectory
graph was then constructed by learn_graph function in Monocle 3 R package (v0.2.3.0) (Cao
et al. 2019). Finally, pseudotime was calculated by order_cells function by choosing one
cluster, where the percentage of non-stimulated CAR-T cells is the highest, as root cells. The
association of pseudotime with cell proliferation was analyzed by Pearson correlation
between pseudotime and average expression of three major cell proliferation signatures:
TOP2A, MKI67, and E2F1 (Figure 5C). Using the same parameters, the pseudotime
calculation was also performed in CD4* and CD8" CAR-T cells, separately (Figure S4).

Differentially-expressed genes were identified with more than 1.25 fold change and p<0.05
with two-sided t-test by comparing one group with others (Figure 5F). T cell exhaustion gene
signatures were obtained from the literature (Belk et al. 2022). The enrichment of T cell
exhaustion gene signatures was assessed to genes sorted by Pearson correlation coefficients
with the inferred antitumor score or pseudotime by GSEA (v4.1.10) (Subramanian et al.
2005). 0.05 FDR was used as a cutoff of statistical significance (Figure 5G).
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