Diploid genome reconstruction of *Ciona intestinalis* and comparative analysis with *Ciona savignyi*
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One of the main goals in genome sequencing projects is to determine a haploid consensus sequence even when clone libraries are constructed from homologous chromosomes. However, it has been noticed that haplotypes can be inferred from genome assemblies by investigating phase conservation in sequenced reads. In this study, we seek to infer haplotypes, a diploid consensus sequence, from the genome assembly of an organism, *Ciona intestinalis*. The *Ciona intestinalis* genome is an ideal resource from which haplotypes can be inferred because of the high polymorphism rate (1.2%). The haplotype estimation scheme consists of polymorphism detection and phase estimation. The core step of our method is a Gibbs sampling procedure. The mate-pair information from two-end sequenced clone inserts is exploited to provide long-range continuity. We estimate the polymorphism rate of *Ciona intestinalis* to be 1.2% and 1.5%, according to two different polymorphism counting schemes. The distribution of heterozygosity number is well fit by a compound Poisson distribution. The N50 length of haplotype segments is 37.9 kb in our assembly, while the N50 scaffold length of the *Ciona intestinalis* assembly is 190 kb. We also infer diploid gene sequences from haplotype segments. According to our reconstruction, 85.4% of predicted gene sequences are continuously covered by single haplotype segments. Our results indicate 97% accuracy in haplotype estimation, based on a simulated data set. We conduct a comparative analysis with *Ciona savignyi*, and discover interesting patterns of conserved DNA elements in chordates.

[Supplemental material is available at www.genome.org. The diploid genome sequence of *Ciona intestinalis* is downloadable from http://www-rcf.usc.edu/~lilei/diploid.html. The software to reconstruct haplotypes, called hapBuild, is available on request.]

Genetic variation can be discovered in a genome sequencing project when homologous chromosomes are sequenced. The most abundant example of genetic variation is single-nucleotide polymorphism (SNP). SNP detection in genome sequencing projects is enabled by observing and quantifying inconsistencies in assemblies. If a significant inconsistency is observed at the same position of an assembly layout, the position can be regarded as a SNP. In the human genome, for instance, large-scale SNP discovery was facilitated by the reduced representation shotgun sequencing (Altshuler et al. 2000) and heterozygosity identification in the overlapping regions of clones (Taillon-Miller et al. 1998).

In the *Ciona intestinalis* and *Fugu rubripes* genome, a SNP was called if each allele at the SNP site was observed at least twice (Aparicio et al. 2002; Dehal et al. 2002); in the *Candida albicans* genome, a SNP was called if the posterior probability of heterozygosity was >0.99 (Jones et al. 2004).

Once a genome is sequenced and SNP sites are detected, high-throughput SNP genotyping methods, requiring the prior knowledge of SNP-flanking sequences, are useful to obtain population genotype data (Pastinen et al. 1997; Chen et al. 1998; Wang et al. 1998). From population SNPs, in silico haplotyping methods can be used to infer haplotypes, providing more information in genetic studies. Haplotype analysis is considered to be more powerful than single-marker analysis in linkage disequilibrium studies, disease association studies, and drug response (Drysdale et al. 2000; Daly et al. 2001).

In silico haplotyping methods can be categorized as those based on the parsimony principle (Clark 1990), the EM algorithm (Excoffier and Slatkin 1995; Hawley and Kidd 1995; Long et al. 1995), the Gibbs sampling methods (Stephens et al. 2001; Niu et al. 2002), and the phylogenetic structure (Bafna et al. 2003; Halperin and Eskin 2004).

Although haplotypes are often inferred from population SNPs, haplotypes can be inferred directly from genome assemblies, because phase information between adjacent polymorphisms is preserved by shotgun reads and mate-pair information. Due to the random fluctuation of sequence coverage, haplotypes are often discontinuous, resulting in a set of haplotype segments. The haplotyping problem associated with sequencing projects, referred to as the SNP haplotyping problem, was recognized and proved to be NP-hard (Lancia et al. 2001). Lancia et al. (2001) presented an algorithmic solution without simulation results. The haplotypes of *Ciona savignyi* were assembled by a variation of the whole-genome shotgun approach (Vinson et al. 2005). In their work, a “splitting rule” was imposed on the algorithms of the Arachne assembler to assemble split haplotypes (Batzoglou et al. 2002; Jaffe et al. 2003; Vinson et al. 2005). The split haplotypes were aligned and subsequently merged to produce a haploid consensus sequence. In our previous work (Li et al. 2004), we proposed a statistical method to infer haplotypes from genome assemblies by extending the earlier method to estimate the quality of a haploid consensus sequence (Churchill and Waterman 1992). The basic principle of our previous method was that the
most likely haplotypes were inferred from every two adjacent SNPs and connected according to their phase consistencies. As we assumed that polymorphic sites were known, the pair-based approach was an efficient solution in the simulation studies.

In real genome sequencing projects, however, the SNP detection problem is inherently related to the SNP haplotyping problem. Under our probabilistic model, the solution to the two problems can be improved by controlling two inter-related tradeoffs: (1) a tradeoff between sensitivity and specificity in the SNP detection problem, and (2) a tradeoff between sensitivity and complexity in the SNP haplotyping problem. Obviously, we lose specificity as we gain sensitivity in the SNP detection problem and vice versa. In the SNP haplotyping problem, our haplotype estimation is more robust to sequencing errors if haplotypes are inferred from more than a pair of potential SNP sites. However, the number of possible haplotypes grows exponentially with the number of potential SNP sites [O(N^2)]. As we gain sensitivity in the SNP detection problem, haplotypes are inferred from potential SNP sites that contain many non-SNP sites. Consequently, the complexity in the SNP haplotyping problem increases. The pair-based approach shows limited performance to handle the two inter-related tradeoffs.

In this study, we use a model selection method to detect potential SNPs from genome assemblies. To infer haplotypes from detected potential SNPs, we use a Gibbs sampling method, which is a Markov Chain Monte Carlo (MCMC) algorithm (Liu 2002). By integrating the Gibbs sampling method with the model selection method, we control the two tradeoffs, thereby inferring haplotypes from multiple potential SNPs. Our method accommodates two-end sequenced reads of clones such as plasmids, cosmids, or bacterial artificial chromosomes (BACs). Mate-pair information is exploited to extend haplotypes beyond an assembled contig. We selected the Ciona intestinalis genome to infer haplotypes from a real genome assembly because its reported polymorphism rate (1.2%) was high and the libraries were mostly prepared from a single individual (Dehal et al. 2002). The accuracy of our method is studied using a simulated data set, where true haplotypes are assumed to be known. Throughout this study, we limit genetic variation between two homologous chromosomes to SNPs (including single indels), multibase substitutions, and multibase indels. Hereafter, the term polymorphism includes SNPs, multibase substitutions, and multibase indels.

Results and Discussion

The Ciona intestinalis genome

The study of the ascidian, Ciona intestinalis, gives insights into the divergence of the chordates from the deuterostomes and the vertebrates from the chordates (Dehal et al. 2002). A whole-genome shotgun approach was taken to sequence the genome of Ciona intestinalis by the Joint Genome Institute (JGI). DNA was purified mainly from the sperm of an individual in Half Moon Bay, California, USA; the BAC and cosmid libraries were prepared in part from a Japanese individual and a different California individual, respectively (Dehal et al. 2002). We constructed an assembly by aligning shotgun reads to the reference genome sequence of Ciona intestinalis (see Methods).

Diploid consensus sequence

As sequence coverage decreases, haplotype estimation often halts prematurely, and thus yields a set of disjoint haplotype segments. A segmental example of the diploid consensus sequence is shown in Figure 1. A total of 1,595,673 polymorphisms were identified at the base level in all the regions spanned by at least one read, and 1,314,870 polymorphisms were identified if a multibase polymorphism is counted once. Accordingly, the polymorphism rates were 1.5% (at the base level) and 1.2%, respectively. A total of 64,358 multibase substitutions and 73,379 multibase indels were identified, even though heterozygosity is mostly accounted for by single substitutions. We identified 1,107,913 single substitutions with 69,221 single indels. At the base level, 59% of substitutions are transitions and 41% are transversions; 46.1% of polymorphisms are located in exons, 8.5% in introns, 1.9% in untranslated regions (UTRs), and 43.5% in intergenic (unannotated) regions.

As reported in the Ciona savignyi genome (Vinson et al. 2005), the distribution of polymorphisms is highly variable across the Ciona intestinalis genome. To illustrate this variability, we slid a 1000-bp window along the genome and counted the number of polymorphisms in each window. Figure 2 (from the scaffold 24) indicates that the distribution of polymorphisms is not uniform across the genome; as many as 59 polymorphisms were observed in a window, although no polymorphism was observed in some of the other windows. Therefore, a Poisson model is inappropriate to explain the overdispersion. We counted the number of polymorphisms in nonoverlapping 200-bp windows across the genome, and calculated the mean and variance (μ = 2.48, σ^2 = 8.1). The coalescent theory predicts that the number of substitutions in windows fits a compound Poisson distribution (with exponential rate) (Huelsenbeck and Nielsen 1999; Nordborg 2001), as shown in Figure 3.

Diploid gene sequences

In total, 15,852 genes were predicted from the Ciona intestinalis project (Dehal et al. 2002). We could align 15,410 (97.2%) gene sequences to the diploid consensus sequence by using BLAT (default parameters) (Kent 2002). A total of 442 gene sequences were not aligned, because 5% of the entire set of scaffolds was not covered by our map alignments. Of the 15,410 gene sequences, 13,166 (85.4%) gene sequences were aligned within haplotype segments, not being interrupted by any discontinuity. Therefore, diploid gene sequences could be continuously inferred from those 13,166 predicted gene sequences. Each of 1019 gene sequences spanned two adjacent haplotype segments, being interrupted by a single discontinuation. Discontinuous diploid gene sequences could be inferred from the 1019 predicted gene sequences. We summarize the full results in Figure 4.

Although sequences are discontinuous in 14.6% of the predicted genes, discontinuous diploid gene sequences are possibly useful if those segments take the majority of the predicted genes.

| scaffold_1 #1 | tttccttgctggacatcaatcgg-gaAttcgtccacccagcGtgc | LQW610018.yl tttccttgctggacatcaatcgg-gaAttcgtccacccagcGtgc
| #2 | tttccttgctggacatcaatcgg-gaAttcgtccacccagcGtgc |

Figure 1. Example of the diploid genome sequence from the scaffold. The diploid consensus sequence is shown at the top. Polymorphic sites and sequencing errors are represented in uppercase.
In 91.7% of the predicted genes, the longest segment covered more than 70% of the entire gene sequence (Table 1). The continuity of the diploid gene sequences is mainly attributed to the abundance of polymorphisms in introns and shortness of exons in the *Ciona intestinalis* genome (Dehal et al. 2002).

Simulated sequences

The accuracy of our method was studied through simulation. From the published draft genome sequence of *Ciona intestinalis*, the artificial polymorphic sites were generated uniformly across the genome according to the rate reported by our method. Single indels, multibase substitutions, and multibase indels were also generated, reflecting their actual proportions and lengths in the real data. After the assembly layout was constructed by the aforementioned pairwise alignments, the origin of each read was randomly generated with probability 1/2 (one of two chromosomes). The sequencing error rate was based on the real quality score of each base-call and our error model (see Equation 1 in Methods). In this simulation, the accuracy of our estimation could be evaluated because the true haplotypes were known.

Considering the polymorphism rate from the real data set, we generated 1,940,074 true polymorphisms. Among these positions, 286,862 polymorphisms were not observable due to failure to sample one or both genomes. In total, we identified 1,598,604 polymorphisms. Given the known true haplotypes, we were able to compare estimated haplotype segments with the corresponding regions of the true haplotypes. If bases in estimated haplotype segments exactly matched the corresponding bases in the true haplotypes, these bases in estimated haplotype segments were counted as true positives. Otherwise, the bases in estimated haplotype segments were counted as false positives. According to this calculation, the true positive rate was 97.01%. Among the false positives, some of the bases showed inverted phases, while polymorphisms were correctly detected. Those inverted bases were 2.23% of our haplotype estimation. A total of 0.75% was estimated to be heterozygous, which is originally homozygous, and 0.01% of detected polymorphisms were incorrect, although one allele of the estimated polymorphism was matched with one allele of the true polymorphism at each position. Most errors were caused by sequencing errors in low-coverage regions (sequence coverage <4×). A low false negative rate (4.03%) was achieved, which indicates that most of the polymorphisms are detectable by our method.

The *Ciona savignyi* genome

A related species in the *Ciona* genus, *Ciona savignyi*, was assembled by Vinson et al. (2005). Notably, the *Ciona savignyi* genome is much more polymorphic (polymorphism rate: 4.6%) than the *Ciona intestinalis* genome (polymorphism rate: 1.2%). The two *Ciona* species have been previously known to be very distant (Johnson et al. 2004). Our whole-genome comparison (see Methods) also shows that the two *Ciona* genomes are highly divergent from each other at the base level. Using a definition of conservation (length ≥100 bp, identity ≥70%) by other studies (Dermitzakis et al. 2002; Nobrega et al. 2004), 1835 conserved elements were identified (lengths: 100 bp – 4987 bp, average: 408.6 bp), which account for 0.7% of the *Ciona intestinalis* genome.

As explained above, polymorphisms are enriched in the *Ciona intestinalis* genome (1.5% at the base level). Polymorphism rates are higher in noncoding regions, introns (1.85%), and intergenic regions (1.47%), than in coding regions (0.8%). Aligning the conserved elements to the diploid consensus sequence, we observed that the polymorphism rate in the conserved elements (0.53%) is lower than the overall rate (1.5%). Restricted to the conserved elements, we further examined the polymorphism...
rate within each region annotated as a different type by annotating the conserved elements at the base level. In the conserved elements, polymorphism rates are slightly lower in noncoding regions, introns (0.51%), and intergenic regions (0.49%), than in coding regions (0.57%), although the criteria for the conserved elements are defined regardless of annotation type. This trend becomes more evident as we use more stringent thresholds to define conserved elements (length ≥100 bp, identity ≥80%), identifying 899 conserved elements. The polymorphism rate is further lowered in noncoding regions, introns (0.34%) in intergenic regions (0.34%), while the polymorphism rate in coding regions (0.57%) remains constant.

Of the 1835 conserved elements (length ≥100 bp, identity ≥70%), 932 (51%) conserved elements overlapped exons, and no conserved element completely fell within introns. The percentage of conserved elements overlapping exons is close to that of “highly conserved elements” (HCE) overlapping genes (42% overlapping exons and 19% completely falling within introns) in vertebrates, although the definition of HCEs is different from our definition of conserved elements (Siepel et al. 2005). In insects, worms, and yeast, HCEs are much more likely to overlap coding exons (93% in insects, 98% in worms, and 99% in yeast) (Siepel et al. 2005). From the observations in vertebrates, insects, worms, and yeast, Siepel et al. (2005) predicted a general tendency that the percentage of HCEs overlapping genes is strongly associated with genome size and gene density. Although we attempted to use more stringent criteria to define conserved elements (length ≥100 bp, identity ≥80%; length ≥100 bp, identity ≥90%; length ≥200 bp, identity ≥70%) than the previous criterion (length ≥100 bp, identity ≥70%), the percentage of conserved elements overlapping exons in the Ciona genomes (Fig. 5, left) was lower than that in insects, worms, and yeast. Our results indicate that the less association of conserved elements with genes and more association with intergenic regions are also observed in a simple invertebrate chordate with a compact genome (estimated to be a total of 159 Mb) (Dehal et al. 2002).

In the Ciona intestinalis genome, the conserved elements associated with exons tend to be longer and less identical than the conserved elements in intergenic regions and introns. As shown in Figure 5, left, the percentage associated with intergenic regions increases as we use more stringent thresholds (identity ≥80% or identity ≥90%) for the identity of conserved elements. On the other hand, the percentage associated with exons increases as we use a more stringent threshold (length ≥200 bp) for the length of conserved elements (Fig. 5, left). In Figure 5, right, we annotated conserved elements at the base. As shown in Figure 5, the fraction of bases in noncoding regions increases as we increase the threshold level for the identity of conserved elements (≥80% or ≥90%). The fraction of bases in coding regions increases as we apply the threshold level (≥200 bp) for the length of conserved elements.

Overall, the results from our comparative analysis are not fully consistent with the predictions from Siepel et al. (2005) when the assembled genome sizes of the two Ciona species are considered (116.7 Mb and 157 Mb) (Dehal et al. 2002; Vinson et al. 2005). One possible explanation is that in the Ciona intestinalis genome, relatively short noncoding regions, possibly regulatory elements, are under strong constraints, playing critical roles in gene regulation. It has been consistently reported that a significant number of conserved regions are associated with nonexonic regions in vertebrates, including humans (Dermitzakis et al. 2002; Bejerano et al. 2004; Siepel et al. 2005). In particular, of the 481 extremely conserved elements in the human, rat, and mouse genomes (identity = 100%, length ≥200 bp), called “Ultraconserved elements,” 256 ultraconserved elements are associated with noncoding regions. Our comparative analysis of the two Ciona species shows a strong association of conserved elements with noncoding regions, suggesting that conservation in noncoding regions possibly characterizes a pattern of evolution in chordates, including vertebrates, not necessarily correlated with genome size and gene density.

Table 1. Continuity of diploid gene sequences

<table>
<thead>
<tr>
<th>Fraction of the longest segment in an entire sequence</th>
<th>No. of diploid gene sequences</th>
</tr>
</thead>
<tbody>
<tr>
<td>100%</td>
<td>13,166</td>
</tr>
<tr>
<td>(90%, 100%)</td>
<td>317</td>
</tr>
<tr>
<td>(80%, 90%)</td>
<td>301</td>
</tr>
<tr>
<td>(70%, 80%)</td>
<td>342</td>
</tr>
<tr>
<td>(60%, 70%)</td>
<td>406</td>
</tr>
<tr>
<td>(50%, 60%)</td>
<td>452</td>
</tr>
<tr>
<td>(40%, 50%)</td>
<td>233</td>
</tr>
<tr>
<td>(30%, 40%)</td>
<td>125</td>
</tr>
<tr>
<td>(20%, 30%)</td>
<td>63</td>
</tr>
<tr>
<td>(10%, 20%)</td>
<td>5</td>
</tr>
</tbody>
</table>

In each of the diploid gene sequences, the length of the longest segment is measured in bases. A total of 13,166 diploid gene sequences show no disconnection. The longest segment in each of 317 diploid gene sequences covers ≥90% of the sequence, but does not fully cover the sequence. Therefore, the longest segment in each of the 13,483 (13,166 + 317; 87.5%) diploid gene sequences covers at least 90% of the sequence. In each of the 13,784 (13,166 + 317 + 301; 89.4%) diploid gene sequences, at least 80% of the sequence is covered by the longest segment.
scaffolds in the overlap detection step of an assembly process. In this approach, haplotypes are first assembled into separate haploid scaffolds. These haploid scaffolds are then merged into diploid scaffolds. The N50 scaffold length of the *Ciona savignyi* genome was significantly increased, compared with the N50 scaffold length of the *Ciona intestinalis* genome (989 kb vs. 190 kb) (Dehal et al. 2002; Vinson et al. 2005). It should be noted that the diploid assembly of *Ciona savignyi* is remarkable in terms of assembly continuity. It appears that the process to differentiate haplotypes is facilitated when both conditions are satisfied. First, it appears that high sequence coverage is very helpful to assemble each haploid scaffold prior to merging. The sequence coverage in the *Ciona savignyi* sequencing project was much higher than the sequence coverage in the *Ciona intestinalis* project (13 × vs. 8 ×) (Dehal et al. 2002; Vinson et al. 2005). Second, the approach is more suitable to organisms with very high levels of polymorphism. In sequenced reads, there should be sufficient polymorphisms to separate a haplotype from the opposite haplotype. Because the estimated polymorphism rate of *Ciona savignyi* was 4.6% (Vinson et al. 2005), haplotypes were very likely to be assembled into separate haploid scaffolds.

Several strategies have been developed to assemble polymorphic genomes according to the polymorphism rates of the target genomes (Aparicio et al. 2002; Dehal et al. 2002; Jones et al. 2004; Vinson et al. 2005). We see that it is still a challenging problem to assemble polymorphic genomes under 7 × or 8 × sequence coverage. It also remains a challenge to assemble polymorphic genomes with a single strategy, regardless of their polymorphism rates (Vinson et al. 2005). In this study, we focus on reconstructing haplotypes (equivalently, diploid consensus sequence) from genome assemblies, avoiding the issue of assembling polymorphic genomes. For this reason, our method is applicable regardless of assembly strategies.

Obviously, however, our method has some limitations. First, the lengths of sequenced reads and the polymorphism rates are critical to the performance of our method whether mate-pair information is used or not. We have tested our method, fixing the average length of sequenced reads as 550 bp. As shown in Table 2, our simulation results indicate that the performance of our method is very limited as the polymorphism rate falls below 0.2%. Unless the application of our method is restricted to poly-

<table>
<thead>
<tr>
<th>Sequence coverage</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.5</th>
<th>0.8</th>
<th>1.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 ×</td>
<td>5.5</td>
<td>4.4</td>
<td>4.3</td>
<td>4.5</td>
<td>6.7</td>
<td>10.0</td>
</tr>
<tr>
<td>5 ×</td>
<td>5.0</td>
<td>5.6</td>
<td>6.1</td>
<td>11.8</td>
<td>24.3</td>
<td>30.0</td>
</tr>
<tr>
<td>7 ×</td>
<td>5.3</td>
<td>8.5</td>
<td>10.5</td>
<td>22.2</td>
<td>51.7</td>
<td>73.0</td>
</tr>
</tbody>
</table>

We report the N50 lengths of haplotype segments in kilobases under various configurations of sequence coverage and polymorphism rate. The average length of sequenced reads was 550 bp, and the length of each scaffold was ∼120 kb. We used 10 scaffolds for each simulation. Sequencing errors were simulated based on the quality scores from the *Ciona intestinalis* project. In general, the N50 lengths of haplotype segments tended to be extended as sequence coverage and polymorphism rate increased. But this tendency did not occur when sequence coverage was very low (<3 ×) or the target genome was less polymorphic (<0.2%). Although we used higher sequence coverage (>7 ×, but <10 ×), the N50 lengths of haplotype segments were limited by the lengths of scaffolds, which were fixed in our simulations. Obviously, however, higher sequence coverage improves assembly continuity, thus improving the continuity of haplotype estimation.

![Figure 5](image-url)

**Figure 5.** (Left) Fractions of conserved elements overlapping exons and intergenic regions. (Right) Annotation of conserved elements at the base level. In this figure, the calculation of fractions is based on the predicted gene sequences in the reference genome, *Ciona intestinalis*. From the top row to the bottom row, the thresholds to define conserved elements and the number of identified conserved elements are as follows: (first row) length ≥100 bp, identity ≥70%, 1835 elements; (second row) length ≥100 bp, identity ≥80%, 899 elements; (third row) length ≥100 bp, identity ≥90%, 91 elements; (fourth row) length ≥200 bp, identity ≥70%, 1112 elements.
morphic regions (for example, genes where polymorphisms are enriched) or longer reads are sequenced, our method is not very useful to infer haplotypes from mammalian genomes such as the human and chimpanzee genome (Lander et al. 2001; Venter et al. 2001; Mikkelsen et al. 2005). Second, although our method does not handle the problem of assembling polymorphic genomes, the quality of estimated haplotypes depends on the quality of diploid assembly. Haplotype estimation is degraded if a haplotype and the opposite haplotype are assembled into separate scaffolds, or genomic repeats are misplaced in scaffolds. Third, our model assumes the existence of two haplotypes from a single individual. Haplotype estimation is also degraded to some extent if this assumption is violated in genome assemblies.

Sequencing errors mildly affect haplotype estimation, unless sequencing errors occur in the regions less covered by reads (sequence coverage <4 ×). Most of phase-inversion errors occur in those low-coverage regions because phases are not sufficiently supported by data. Therefore, high coverage is beneficial to haplotype estimation, decreasing the noise effect from sequencing errors and increasing the chance that over regions, reads are sampled from two haplotypes. When we assume that the lengths of sequenced reads are constant across a genome sequencing project, the continuity of estimated haplotype segments depends on polymorphism rate and sequence coverage as indicated in Table 2. We suggest at least 7 × sequence coverage, although 5 × sequence coverage performs remarkably well for the elevated level of continuity in haploid assembly (Istrail et al. 2004). Table 2 indicates that 0.1% polymorphism rate is too low to take the advantage of increased sequence coverage. Because our method favors local information (see Methods), small clone inserts (1.8 kb – 3 kb) are more useful than longer clone inserts (~120 kb) to extend haplotypes. But the usage of the long clone inserts is justified to assemble elongated scaffolds during the assembly process.

N50 length of haplotype segments

In the Ciona savignyi assembly, Vinson et al. (2005) calculated the N50 length of haplotype segments without extending haplotype segments beyond intra-scaffold gaps. Their haplotype segments were defined to be consecutive sequences, not being interrupted by intra-scaffold gaps. According to this definition, the N50 length of haplotype segments was 21.4 kb.

In our method, if mate-pair information significantly supports extensions, haplotype segments are extended beyond intra-scaffold gaps, intrinsically containing intra-scaffold gaps. Here, haplotype segments are defined to encompass intra-scaffold gaps if flanking contigs are extended by mate-pair information. According to our definition, the N50 length of haplotype segments was 37.9 kb (average length: 9.3 kb) in the Ciona intestinalis assembly. In Supplemental Figure S1, the distribution of the lengths of reconstructed haplotype segments is shown. Compared with the N50 length of haplotype segments in the real data set, the longer N50 length of haplotype segments (68.6 kb, average length: 14 kb) was attained in the simulated data set because the complexity, arising in the Ciona intestinalis sequencing project, was eliminated; the main differences are that: (1) no misassembly was assumed, (2) sequence reads were assumed to originate from a single individual, and (3) recombinants were not simulated.

It was reported that highly polymorphic organisms are subject to misassembly (Jones et al. 2004; Vinson et al. 2005). For simplicity, we assumed that the assembly was correct in our simulation. Because DNA was extracted from sperm in the Ciona intestinalis sequencing project, there were recombinations that mildly affect phase determination. Based on a statistical model, our method is not sensitive to the rare recombination events. Therefore, we ignore recombinants in our simulation. In the Ciona intestinalis sequencing project, ~10% of sequence reads originated from different individuals. Obviously, adding external sequence reads made the N50 length of haplotype segments shorter.

Confidence of diploid consensus sequence

To assess the accuracy of diploid consensus sequences and to identify low-quality regions, it is necessary to provide a statistical confidence measure. Although this assessment is straightforward in a haploid consensus sequence (Churchill and Waterman 1992), the consideration of the phase between polymorphisms is required to assess a diploid consensus sequence. For this reason, we developed a confidence measure to assess estimated diploid consensus sequences, where PHRED quality scores are used as an input (Kim et al. 2007).

Multiple-haplotype reconstruction

In the genome project where libraries are prepared from many individuals (greater than two), there can be multiple haplotypes instead of only two haplotypes. An extreme form is the environmental genome shotgun assembly aiming at simultaneously sequencing representatives from a mixture of numerous organisms under an environment (Venter et al. 2004). Although our method currently reconstructs two haplotypes, our model selection scheme and the Gibbs sampler can be extended to reconstruct multiple haplotypes. In each region, the number of haplotypes in the Bayesian model selection is given as a parameter and the maximized model is selected. Then, the subsequent local haplotyping and haplotype extension steps (see Methods) are adapted to the selected number of haplotypes in the model.

Methods

Assembly of Ciona intestinalis

The draft genome of Ciona intestinalis, shotgun reads, and quality files were downloaded from the website of the JGI (http://genome.jgi-psf.org/ciona4). The clone inserts of variable sizes (1.8 kb – 120 kb) were generated and two-end sequenced (Dehal et al. 2002). The low-quality regions of the shotgun reads were trimmed by using LUCY (Chou and Holmes 2001). The quality-trimmed shotgun reads were then aligned to the published Ciona intestinalis draft genome by using BLASTN (Altschul et al. 1997). In each pairwise alignment, we used 1 × 10−78 for the E-value cutoff and default values for the other parameters. The distance between two-end sequenced reads was also considered to resolve the repeat problem. It was reported that in JGI’s protocol, ~99% of paired reads were located within mean ± four standard deviations of their insert sizes (Aparicio et al. 2002; Dehal et al. 2002). Paired reads were included in our assembly only if they were located within this distance. The reads, which were missing a paired end, were also included in the assembly if the reads were uniquely mapped to the reference genome. After intra-scaffold gaps were removed, the alignments spanned 95% of the draft genome; total size including the intra-scaffold gaps is 116.7 Mb (Dehal et al. 2002). The sequence coverage was ~8 ×, which is
consistent with the reported sequence coverage (Dehal et al. 2002). To minimize the possibility that sequencing errors are called polymorphisms over less-covered regions (≤6×), we excluded the bases not meeting a “neighborhood quality standard” (NQS) condition over those regions; a base satisfies the NQS condition if the base has PHRED score ≥20, and the flanking five bases on each side have PHRED scores ≥15 (Altshuler et al. 2000). We also excluded low-quality bases (≤4×) over all regions.

Whole-genome alignment

Downloading the Ciona savignyi genome sequence from the Ensembl website (http://www.ensembl.org), we used a whole-genome aligner, MUMmer, to identify conserved elements (Kurtz et al. 2004). Considering the divergence of the two organisms, we increased the sensitivity of MUMmer by adjusting the parameters (-l: 4, -g: 3000, -c: 100, and -b: 200). If a region in one genome was aligned to multiple regions in the other genome, the most significant alignment was chosen by using the two parameters, -r and -q. Subsequently, we eliminated nonorthologous alignments originated from genomic repeats such as tandem and interspersed repeats by using RepeatMasker (http://www.repeatmasker.org/).

Haplotype reconstruction

The result of sequence assembly is an assembly layout, which can be thought of as a matrix. Each row indexed by \( i = 1, 2, \ldots, m \) corresponds to a sequence of bases from a fragment aligned to a genome sequence. Each column indexed by \( j = 1, 2, \ldots, n \) corresponds to a particular genomic position that runs from the left to the right in the assembly layout. In the matrix, base-calls are denoted by \( X = \{X_{ij} = x_{ij} \mid i = 1, 2, \ldots, m, j = 1, 2, \ldots, n\} \), and their underlying true bases by \( Y = \{y_{ij} \mid i = 1, 2, \ldots, m, j = 1, 2, \ldots, n\} \), where \( x_{ij} \) and \( y_{ij} \) take values from the alphabet sets \( B = \{a, c, g, t, -\} \); and \( A = \{a, c, g, t, n, \phi\} \), respectively; \( N \) and \( \phi \) represent an ambiguous base-call and a null base beyond called bases in each read, respectively. Base-calls at column \( j \) are denoted by \( X_\cdot j = \{X_{ij} \mid i = 1, 2, \ldots, m\} \). Similarly, true haplotypes are denoted by \( S = \{s_{ij} \mid i = 1, 2, \ldots, m \} \), and the origins of fragments (clone inserts) by \( F = \{f_i \mid i \in [1, 2], i = 1, 2, \ldots, m\} \); \( f_i \) is 1 if the fragment originates from the first chromosome, and \( f_i \) is 2 if the fragment originates from the second chromosome. For the simplicity of notation, reads are assumed to be oriented in the same direction in all cases; the general case is easily handled but complicates the formula. Fragments are two-end sequenced, and uncalled regions between paired reads are represented by \( \phi \) in our model. It is assumed that the composition probabilities at each genomic position are independent of other positions, and these composition probabilities are constant across haplotypes. The composition probabilities are denoted by

\[
Pr(S_{ij} = s) = \Pr_Y(y_{ij} = s), \quad s \in A.
\]

Instead of constant sequencing error probabilities (Churchill and Waterman 1992; Li et al. 2004), position-specific PHRED quality scores are incorporated into our model (Ewing and Green 1998). Therefore, the sequencing error probabilities are denoted by

\[
Pr(X_{ij} \neq y_{ij} | Y_{ij} = y_{ij}) = \frac{\theta}{10}, \quad y_{ij} \in A,
\]

where \( \theta \) is the PHRED quality score at row \( i \) and column \( j \) in the assembly matrix. Our haplotype reconstruction strategy consists of four steps: (1) potential polymorphism detection, (2) local haplotyping, (3) haplotype extension, and (4) haplotype bridging. The overview of the strategy is illustrated in Figure 6.

Figure 6. Overview of our haplotype reconstruction strategy. (A) In this step, Bayesian model selection is used to detect potential polymorphic sites along a genome. Two different alleles at each polymorphic site are represented by a triangle and a rectangle. In this figure, detected polymorphic sites run from the left-hand side to the right-hand side according to their genomic positions in an assembly. (B) We determine phases among detected polymorphisms by using a Gibbs sampling method. We focus on estimating reliable haplotypes from a small number of polymorphisms by repeating the following two steps: (1) update \( S \) based on \( F \), (2) update \( F \) based on \( S \). (C) If adjacent short haplotypes overlap and show a consistency, those haplotypes are combined. (D) Adjacent haplotypes are connected if the fragments spanning those adjacent haplotypes significantly support the connection.

Potential polymorphism detection

Because it is computationally inefficient to infer haplotypes from all the genomic positions, a Bayesian model selection scheme is adopted to identify potential polymorphisms and reduce the number of genomic positions considered. We denote one haplotype-based model and two haplotype-based model by \( M_1 \) and \( M_2 \) respectively. For given thresholds \( \alpha_1 \) and \( \alpha_2 \), the \( j - th \) genomic position is screened as a potential polymorphism by computing and checking

\[
\frac{Pr(M_2 | X_i)}{Pr(M_1 | X_i)} = \frac{Pr(X_i | M_2) Pr(M_2)}{Pr(X_i | M_1) Pr(M_1)} \geq \alpha_k, \quad k = 1, 2, n.
\]

Note that \( Pr(M_3) / Pr(M_1) \) is a constant factor. To control false positive and false negative rates, we specify two different thresholds, \( \alpha_1 \), \( \alpha_2 \) (\( \alpha_2 \gg \alpha_1 \)). The accuracy of polymorphism detection can be achieved by increasing \( \alpha_2 \). However, it inevitably increases false negative rates (undetected true polymorphisms). We increase \( \alpha_2 \) for high accuracy while maintaining \( \alpha_1 \) sufficiently low in order not to miss true polymorphisms. The genomic positions where Equation 2 holds for \( k = 2 \) are termed strongly potential polymorphisms. Similarly, the genomic positions where Equation 2 holds for \( k = 1 \) are termed weakly potential polymorphisms. According to these criteria, all strongly potential polymorphisms are also weakly potential polymorphisms.
All the genomic positions other than potential polymorphisms are regarded to be homozygous and excluded from estimation. The likelihood calculations in Equation 2 are based on the previous works (Churchill and Waterman 1992; Li et al. 2004).

\[
\Pr(X_j|bM_1) = \sum_{s_j} \Pr(s_j) \prod_{t=1}^m \Pr(X_j|s_{j+t}).
\]

\[
\Pr(X_j|bM_2) = \sum_{s_j \in S_2} \left( \frac{1}{k} \prod_{t=1}^m \Pr(X_j|s_{j+t}) + \Pr(X_j|s_{j+2}) \right).
\]

After the assembly layout was constructed by aligning shotgun reads to the Ciona intestinalis draft genome sequence, the artificial polymorphic sites (rate: 1.2%) were generated along the genome sequence. Sequencing errors were simulated according to Equation 1 and the real quality scores from the Ciona intestinalis assembly. After Pr(M2)/Pr(M1) was removed, \(a_2\) and \(a_4\) were trained and selected to be 100 (true positive rate >0.99) and 1 (false negative rate <0.03), respectively.

**Local haplotyping**

In this step, we compose blocks, each of which is comprised of four strongly potential polymorphisms with intervening weakly potential polymorphisms, such that an overlap (two strongly potential polymorphisms) exists between adjacent blocks (Fig. 7A,B). In the haplotype extension step, this block composition of four strongly potential polymorphisms facilitates the identification of uncertain phases among strongly potential polymorphisms. After blocks are composed, the Gibbs sampler is applied to determine the phases of each block. In our MCMC approach, a time variable \(t\) is introduced. Therefore, \(S_j^t\) is \(S_j\) at time \(t\), and \(F^t\) is \(F\) at time \(t\). Let \(S_{j-1|0} = [S_{j-1}] (F_{j-1}) \neq (j)\) and \(F_{j-1} = [F_{j-1}] \neq (j)\). The most likely haplotypes are sampled by repeating the following two steps.

1. For each \((i, j); i = 1, 2, \ldots, n\), draw \(s_j^{(i+1)}\) from \(\Pr(S_j^{(i+1)}|S_j^{(i)}, F_j^{(i)})\) and set the remaining components as \(s_j^{(i|0)}, \ldots, s_j^{(i|n)}\). Here,

\[
\Pr(S_j^{(i+1)}|S_j^{(i)}, F_j^{(i)}) = \frac{\prod_{k=1}^{i+1} \Pr(X_j|Y_{kj}) = S_j^{(i+1)} \{\Pr(s_j^{(i+1)})\}}{\sum_{s_j^{(i+1)}} \prod_{k=1}^{i+1} \Pr(X_j|Y_{kj}) = S_j^{(i+1)}}.
\]

2. For each \(i; i = 1, 2, \ldots, m\), draw \(f^{(i)}\) from \(\Pr(F_j^{(i)}|j, S_j^{(i)}) = f^{(i)}(X)\) and set the remaining components as \(f^{(i|1)}, \ldots, f^{(i|n)}\). Here,

\[
\Pr(f^{(i)}|S_j^{(i)}, j, S_j^{(i-1)}, F_j^{(i-1)}) = f^{(i)}(X) \prod_{k=i}^{n} \Pr(Y_{kj}|S_j^{(i)}) = S_j^{(i)} \{\Pr(s_j^{(i)})\}
\]

We calculate the above conditional probabilities by normalizing Equations 3 and 4. To evaluate the confidence of our estimation, we define a confidence score to be \(Pr\) (the most likely haplotype extension step. Dotted lines between strongly potential polymorphisms at the \((i + 2)\)-th and \((i + 3)\)-th positions. After the Gibbs sampler is applied to each block, the phases are determined. Each solid line indicates a direction of connection. In (1), for instance, local haplotypes, TCCT and CTAA, are obtained.

---

**Haplotype extension**

Because adjacent local haplotypes share two strongly potential polymorphisms by our block composition method, the phases of the adjacent extended haplotypes can be further extended by combining them (Fig. 8A,B). If extended haplotypes and local haplotypes are not consistent in shared strongly potential polymorphisms (Fig. 8C1), the block for local haplotypes is extended combining them (Fig. 8A,B). If extended haplotypes and local haplotypes are not consistent in shared strongly potential polymorphisms, the ambiguous phase is resolved (Fig. 8C3). Otherwise, some mismatches are allowed in shared strongly potential polymorphisms; for two different directions of connection, the number of matches is calculated, and the majority direction is selected (Fig. 8D). If the confidence score of inferred haplotypes is less than a threshold, we subdivide the haplotypes, identify the uncertain connection (the confidence score < a threshold), and break the connection; we can easily identify the uncertain connection because there are only two possible locations of the weak connection when a block is comprised of four strongly potential polymorphisms (Supplemental Fig. S2).

**Haplotype bridging**

If the confidence score for a block is below a threshold, extension does not continue further. However, it is obvious that each fragment often covers several polymorphic sites when the polymorphism rate is high. In this haplotype bridging step, adjacent extended haplotypes are further connected by checking whether there exist fragments linking them. After extended haplotypes are constructed from the haplotype extension step, there exist two ways to connect adjacent extended haplotypes.
illustrated in Supplemental Figure S3, the extended haplotypes on the right-hand side are denoted by \( Z \). As haplotypes, a set of such fragments are denoted by \( Z_i \). The local haplotypes are extended in (2), the inconsistency at the \( D \) position is resolved in (3). The resolved extension is shown in (3).

Two possible configurations are denoted by \( C_1 \) and \( C_2 \), which are illustrated in Supplemental Figure S3, A and B, respectively. As illustrated in Supplemental Figure S3, the extended haplotypes on the left-hand side are denoted by \( S^{12}_{ij} \). Similarly, the extended haplotypes on the right-hand side are denoted by \( S^{21}_{ij} \). Some fragment, denoted by \( Z_i \), spans adjacent extended haplotypes. A set of such fragments are denoted by \( Z = [Z_i; i \in I] \). When a fragment \( Z_i \) spans adjacent extended haplotypes, the indexes of the polymorphic sites in \( S^{12}_{ij} \) and \( S^{21}_{ij} \) are denoted by \( f_{i,R} \) and \( f_{i,L} \), respectively. The indexes of the polymorphic sites in \( S^{12}_{ij} \), which spans adjacent extended haplotypes, are denoted by \( f_{i,R} \) and \( f_{i,L} \).

The value of the threshold should be >1 (we used 100 in our simulations).

### Acknowledgments
This work was supported by a NIH CEGS grant (NIH P50 HG002790). J.H.K. was supported in part by a BK21 research grant (C6A1607) for intelligent mobile software at Yonsei University, Korea. We thank Magnus Nordborg for his helpful comments on the coalescent theory. The sequence data of *Ciona intestinalis* and *Ciona savignyi* were produced by the US Department of Energy Joint Genome Institute (http://www.jgi.doe.gov/) and the Broad Institute (http://www.broad.mit.edu), respectively.

### References


Clark, A. 1990. Inference of haplotypes from PCR-amplified samples of *Ciona intestinalis* and *Ciona savignyi* were produced by the US Department of Energy Joint Genome Institute (http://www.jgi.doe.gov/) and the Broad Institute (http://www.broad.mit.edu), respectively.

### Figure 8
Haplotype extension. Haplotype extension proceeds from the lower index to the higher index. (A) Haplotypes can extend over more than four strongly potential polymorphisms as the result of the previous haplotype extension. We assume that the extended haplotypes, · · · CCTAA and · · · ATCTC, are given up to the \((i + 3)\)-th position. (B) After the local haplotypes, AACACT and CTTG, are obtained in (1), the extended haplotypes in A can be combined with the local haplotypes and extended to · · · CCTAAA and · · · ATCTCT by the consistency of shared strongly potential polymorphisms (the dashed box) at the \((i + 2)\)-th and \((i + 3)\)-th positions. The combined haplotypes are shown in (2). (C) In (1), an inconsistency is observed at the \((i + 2)\)-th position. After the local haplotypes are extended to the \((i + 1)\)-th position, the inconsistency is resolved in (2). The combined haplotypes are shown in (3). (D) Although the local haplotypes are extended in (2), the inconsistency at the \((i + 2)\)-th position is still observed. The number of matches for two phases is calculated from the \((i + 1)\)-th to the \((i + 3)\)-th position (in the dotted box): in this example, 5 for one direction of connection and 6 for the other direction of connection. The resolved extension is shown in (3).
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