Nucleosomes are well positioned in exons and carry characteristic histone modifications
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The genomes of higher organisms are packaged in nucleosomes with functional histone modifications. Until now, genome-wide nucleosome and histone modification studies have focused on transcription start sites (TSSs) where nucleosomes in RNA polymerase II (RNAPII) occupied genes are well positioned and have histone modifications that are characteristic of expression status. Using public data, we here show that there is a higher nucleosome-positioning signal in internal human exons and that this positioning is independent of expression. We observed a similarly strong nucleosome-positioning signal in internal exons of Caenorhabditis elegans. Among the 38 histone modifications analyzed in man, H3K36me3, H3K79me1, H2BK5me1, H3K27me1, H3K27me2, and H3K27me3 had evidently higher signals in internal exons than in the following introns and were clearly related to exon expression. These observations are suggestive of roles in splicing. Thus, exons are not only characterized by their coding capacity, but also by their nucleosome organization, which seems evolutionarily conserved since it is present in both primates and nematodes.

[Supplemental material is available online at http://www.genome.org.]

Genomic DNA in eukaryotic organisms is packaged in nucleosomes by wrapping the DNA molecules around a histone octamer, resulting in a nucleoprotein structure known as chromatin. It was originally thought that chromatin only had a structural role, but it was subsequently found to be involved in regulation of several biological processes, such as transcription, replication, DNA repair, and recombination (Groth et al. 2007; Li et al. 2007). The functional importance of chromatin in transcription is particularly well established; it is involved in all major transcription steps, i.e., pre-initiation, initiation, and elongation (Li et al. 2007). The genomes of Homo sapiens and other higher organisms contain transcribed units encoding proteins and functional RNAs, as well as larger regions of unknown function. Most protein-coding genes are organized into exons and introns. The primary transcripts are spliced to leave only the exons in the mature mRNAs. Until recently it was believed that splicing occurred mainly post-transcriptionally and that it was independent of chromatin. However, recent data suggest that in metazoans many exons are spliced co-transcriptionally. This suggests that there is a link between transcription, splicing, and chromatin (Neugebauer 2002; Kornblith 2007; Allemand et al. 2008; Pandit et al. 2008).

New technologies, in particular next-generation sequencing, have made it possible to obtain genome-wide data for nucleosome positions (Yuan et al. 2005; Schones et al. 2008; Valouev et al. 2008) and several epigenetic histone modifications (Barski et al. 2007; Mikkelsen et al. 2007; Wang et al. 2008). These data make it possible to investigate how nucleosomes and histone modifications are distributed along protein-coding genes and their relationship to other genomic features. These genomic studies have shown that protein-coding genes have well-positioned nucleosomes around their first exon and a nucleosome-free region (NFR) just upstream of the transcription start site (TSS) (Schones et al. 2008). Both nucleosome positioning and depletion have been shown to be dependent on the presence of RNA polymerase II (RNAPII) (Schones et al. 2008). Moreover, nucleosomes around first exons carry specific epigenetic marks related to the transcriptional status of genes. Examples are H3K4me3, H3K79me3, and H3K9ac for active genes, and H3K27me3, H3K9me2, and H3K9me3 for inactive genes (Barski et al. 2007; Mikkelsen et al. 2007; Wang et al. 2008).

Most of these studies have been focused on genomic regions around the TSSs, which undoubtedly harbor very important information, mainly related to transcriptional regulation. However, knowledge of how nucleosomes and histone modifications are distributed relative to other genomic features could result in valuable and novel insights into other biological processes, such as DNA replication and mRNA splicing (Allemand et al. 2008; Bres et al. 2008; Gottipati and Helleday 2009). It has been previously suggested that intron/exon junctions contain DNA sequences that promote nucleosome positioning (Beckmann and Trifonov 1991; Baldi et al. 1996; Kogan and Trifonov 2005). Positioned nucleosomes at these junctions were proposed to protect splice sites at exon starts from mutations (Kogan and Trifonov 2005).

In this letter, we use publicly available data from genome-wide studies to examine: (1) if nucleosomes are positioned at internal exons; (2) if certain histone modifications are preferentially found at internal exons compared to first exons; and (3) if exon positioning or histone modification is related to the transcriptional level.

Results and Discussion

Nucleosomes are well positioned at internal exons independent of transcription level

In order to investigate intragenic nucleosome positioning we analyzed publicly available sequencing data from human CD4+...
T-cells (Schones et al. 2008) and Caenorhabditis elegans cells (Valouev et al. 2008). We constructed footprints of these nucleosome signals centered on the start sites of all exons (first, internal, and last) (Hubbard et al. 2007; see Methods for details). In both organisms, we found the previously reported pattern around the TSS as well as nucleosome depletion in the very end of the gene (Fig. 1A). In addition, we found one well-positioned nucleosome at internal exons with a signal clearly higher than that at the TSS. The peaks were centered at +94 (human) and +101 (C. elegans) base pairs (bp) from the internal exon start. Therefore, this positions the average 5’ end of a nucleosome around position +20 and +27 of the exon in H. sapiens and C. elegans, respectively.

We found no clear indication of well-positioned nucleosomes in flanking introns (Supplemental Fig. S1). Moreover, the nucleosome signals were significantly higher at protein-coding exons than in pseudogene exons (Wilcoxon rank sum test P-value = 10^{-15}) (Supplemental Fig. S2). Internal exons shorter than 50 bp comprise less than 5% of the exons in these genomes. We grouped the internal exons by length, and we found there was little or no signal above background for those shorter than 50 bp (Fig. 1B). For the longer exons, the nucleosome signal was higher within exons than in the vicinity in the flanking introns. The difference in nucleosome signal at exon boundaries clearly showed a preference for positioning in exons over introns. It has previously been suggested that introns may display a higher level of chromatin compaction than exons, due to the presence of repeated sequences (Allemand et al. 2008). Our data show that the hypothetically tightly packed nucleosomes in intronic regions may vary in location, a phenomenon sometimes referred to as fuzzy positioning (Jiang and Pugh 2009). In contrast, the nucleosomes at internal exons of protein-coding genes are well positioned. This pattern resembles that seen around the TSS, where poorly expressed genes have higher nucleosome content, although well-positioned nucleosomes are only found around the TSS of active genes. In conclusion, nucleosomes are well positioned at protein-coding exon starts and, for the longer ones (over 500 bp), also at the ends.

Furthermore, using public gene-expression data also from human CD4+ T-cells (Su et al. 2004), we observed that the nucleosome-positioning signal was present at the internal exons regardless of transcription level, in contrast to the patterns at the TSS and last exons (Fig. 1C). The pattern we observed around the TSS (Fig. 1C) is basically in agreement with that reported previously (Schones et al. 2008). The NFR immediately upstream of the TSS is clearly visible in active genes, i.e., in the high- and medium-expression groups, but it is absent in poorly expressed genes, i.e., in the low-expression group. Moreover, well-positioned nucleosomes are observed flanking the NFR, with more clear phasing patterns downstream from the TSS and among highly expressed genes.

Figure 1. Nucleosomes are well positioned at internal exons. (A) Footprints of normalized nucleosome signal in human T-cells and C. elegans in a ±1-kb window. Signals were normalized for the total number of sequenced bases and genome size. The windows are centered, from top to bottom, on transcription start sites, intron/exon junctions of internal exons, intron/exon junctions of last exons, and 3’ ends of genes. (B) Partial footprints (left) of nucleosome signal in human (black) and C. elegans (green) at internal exon starts and ends split into six groups according to exon length (bp intervals given in brackets). In the pie charts (right), the percentage of the total number of exons in each exon size category is shown for human (black) and C. elegans (green). Included exons have flanking introns that are at least 100-bp long. (C) Footprints of human nucleosome signals for the same exon categories as in A but divided according to gene expression.
On the other hand, the nucleosome-positioning pattern at internal exons does not show any NFR and is minimally affected by gene expression levels. Hence, this positioning seems almost independent of transcriptional activity, suggesting that it can be directed by exon length and/or sequence signals (Baldi et al. 1996), but not by RNAPII. Previous sequence analyses indicate that some periodic sequences are more common within exons than in flanking introns (Baldi et al. 1996; Kogan and Trifonov 2005). Especially relevant was the observation of dinucleotide periodicities indicative of nucleosome positioning within internal exons. On the basis of these data, it was proposed that nucleosomes are positioned at splice sites in order to protect them from mutagenesis (Kogan and Trifonov 2005). However, our analysis demonstrates that nucleosomes are positioned at internal exons, whereas splice sites are frequently located in linker regions. Interestingly, recent reports have found that base-pair substitutions occur less frequently in linker regions than in nucleosomal DNA (Warnecke et al. 2008; Washietl et al. 2008; Sasaki et al. 2009), probably because DNA-repair proteins have easier access to the nucleosome-free regions. In any case, exonic-nucleosome positioning seems to be under strong evolutionary constraint, as evidenced by the strikingly similar patterns for it in such distant organisms as *H. sapiens* and *C. elegans*.

**H3K36me3 is enriched at internal exons of highly expressed genes**

Since the nucleosome-positioning pattern at internal exons was only marginally affected by transcriptional activity, we hypothesized that the nucleosomes could be modified in a transcription-dependent manner, rather than remodeled. For humans, genome-wide data for 38 different histone methylations (Barski et al. 2007) and acetylations (Wang et al. 2008) are publicly available. These data are generated from the same cell type, i.e., CD4+ T-cells, as the nucleosome data (Schones et al. 2008). Human gene-expression measurements for this cell type are also available (Su et al. 2004), which allowed us to investigate if certain histone modifications are enriched at internal exons and how this is related to transcriptional levels (Supplemental Figs. S9–S46, bottom rows, and further described below). For histone modifications enriched at internal exons we would expect a preferential enrichment at intragenic regions without a preference toward 5’ ends of genes. However, H3K36me3 seems to be the only one with that distribution among these histone modifications (Barski et al. 2007). Barski et al. (2007) also report that H3K36me3 levels positively correlate with gene-expression levels. Interestingly, we noticed a conspicuously higher signal for H3K36me3 within internal exons in highly expressed genes than in genes with low expression (Fig. 2), while nucleosome levels remained relatively constant (Figs. 1C, 2). The slightly lower nucleosome level in exons of highly expressed genes may be due to total nucleosome displacement upon RNAPII passage (Kulaeva et al. 2007). Importantly, we found very similar H3K36me3 patterns in data from mouse embryonic stem cells (Mikkelsen et al. 2007), which shows that our findings can be extended to other organisms and cell types (Supplemental Fig. S3).

H3K36me3 has been suggested to accumulate over the whole transcribed region, to peak at the 3’ end of genes, and to dip at the very end (Bannister et al. 2005; Barski et al. 2007; Schones and Zhao 2008). We found that, in both mouse and human, the accumulation over the gene body was not simply a result of the progressive increase in H3K36me3 signals toward 3’ ends of transcribed genes. Rather, the intragenic H3K36me3 signal was correlated with the exon distribution within genes since exons are more often located toward 3’ ends (Pearson’s r = 0.85 and 0.86 in human and mouse, respectively) (Supplemental Fig. S4). This colocalization is exemplified by the *PRRC1*, *UHRF1BP1*, *EXOSC9*, and *PKM2* genes in Figure 3, A–D. We would like to note, however, that in these and other genes, there are H3K36me3 peaks outside internal exons. Sometimes they colocalized with expressed sequence tags (ESTs) (data not shown) and could therefore coincide with uncharacterized exons, or with uncharacterized new sense or anti-sense transcripts. Additionally, it cannot be ruled out that H3K36me3 may have a different function at intronic sequences.

Finally, we compared the H3K36me3 signal in exons to the signal in the succeeding introns in highly expressed genes. In both human and mouse we found that from exon 3 and onward, the H3K36me3 signal was significantly higher in exons than in the following introns (Fig. 3E,F). This was not so for genes with low expression (Supplemental Fig. S5). Furthermore, exons generally had higher GC content than introns, but we found no bias toward either higher H3K36me3 or nucleosome signals in human internal exons than in the flanking introns of the high-expressed genes caused by content (Supplemental Fig. S6). Thus, we can conclude that there is a strong H3K36me3 signal at the nucleosomes positioned in the internal exons of genes with high expression, compared with those with low expression.

**Histone modification marks as quantitative measures of exon expression**

After finding that H3K36me3 is enriched in internal exons of highly expressed genes, we decided to systematically evaluate whether other histone modifications were also enriched at internal exons. Furthermore, we wanted to investigate if this enrichment was related to exon- rather than gene-expression levels. In order to answer these questions, we used expression data for individual exons (Oberdoerffer et al. 2008) from the same human cell type, i.e., CD4+ T-cells, for which the location of 38 histone modifications has been determined (Supplemental Figs S9–S46, top rows). We split the histone modifications into groups of distinct patterns using three criteria (see Methods for details). First, using exon-expression data, we categorized the internal exons of the highly expressed genes as high-, medium-, or low-expressed exons. To identify histone modifications affected by exon expression, for each modification, we compared the exonic signals of high- and low-expressed exons to the exonic signals of medium-expressed exons. This strategy allowed us to classify histone modifications as positively, negatively, or unrelated to changes in exon-expression level (Fig. 4A). Second, only histone modifications with internal
exon signals significantly higher than in their corresponding succeeding introns (paired Wilcoxon signed rank test P-value < 0.001) were considered relevant (Fig. 4B). Third, by inspecting all histone marks manually, those with a clear preference for the TSS were disregarded as irrelevant. As a consequence, we identified four major classes of histone modifications. The first class (Class 1) consisted of histone modifications with a progressively decreasing exonic signal from the high- to low-expressed exons. This group contained H3K36me3, H3K79me1, and H2BK5me1 (Supplemental Figs. S15, S25, S30). Interestingly enough, for the second class (Class 2), which comprised the marks H3K27me2 and H3K27me3 previously associated with gene silencing, we saw an opposite trend at both the exon- and gene-expression levels (Supplemental Figs. S21, S22). It was recently reported that the H3K27 demethylase KDM6A (also known as UTX) extensively colocalizes with elongating RNAPII and is found within actively transcribed genes (Smith et al. 2008). Since KDM6A demethylates both H3K27me3 and H3K27me2 (Lee et al. 2007), its association with elongating polymerases could partially explain the patterns we observed for these two repressive marks. The Class 1 and 2 histone marks are represented by the profiles of H3K36me3 and H3K27me2 in Figure 4C. The third class (Class 3) included the active mark H3K27me1 (Supplemental Fig. S20), which showed a similar signal in high- and medium-expressed exons, but a lower signal in those with low expression. A fourth class (Class 4) of histone modifications contained H3R2me1 and H3K36me1 and was characterized by a constant signal over all three levels of exon expression (Supplemental Figs. S24, S37).

Figure 4D shows the signal distributions of histone modifications in Classes 1–3 at high-, medium-, and low-expressed exons in genes with high expression. These exon expression groups show significant distribution differences (Wilcoxon rank sum test P-value < 10^{-5}). The relationships of these histone modifications to gene-expression level has been previously reported (Wang et al. 2008). We wanted to assess the relationship between each histone modification and expression. Therefore, we coupled the exon expression of all measured internal exons with each corresponding average histone modification signal. Likewise, the gene expression of all measured genes was coupled to each corresponding gene-body average. For each of the identified histone modification with exonic preference, we evaluated the dependencies between expression and histone modification for both relationships (Fig. 5, see Methods for details). In particular, we noticed that H3K36me3 (Fig. 5B) and H3K79me1 (Fig. 5D) were highly dependent on exon-expression level (Hoeffding's D of 0.848 and 0.762, respectively). For all histone modifications in Classes 1–3, we found that the internal exonic signal was more dependent on the exon expression level than what the gene-body average was for the level of gene expression. In contrast, H3K4me3 (Fig. 5M,N), associated with TSS enrichment and RNAPII binding (Barski et al. 2007), was related to the gene-expression level but not to that of exon expression.

Footprints provide a means to extract data trends showing averages over a large number of regions with respect to a genomic feature. To further examine the differences in the exonic histone-modification signal in exon-expression groups at

Figure 3. H3K36me3 signal is overrepresented at internal exons with respect to succeeding introns. (A–D) Example of nucleosome (black), H3K36me3 (red), and H3K4me3 (blue) signal in the human PRRC1 (A), UHRF1BP1 (B), EXOSC9 (C), and PKM2 (D) genes. Ensembl transcripts and corresponding exons are shown below the H3K4me3 signals. Most H3K36me3 signal peaks coincide with the location of exons. (E,F) Median (dots) and interquartile ranges (vertical lines) of average normalized (see Fig. 1) H3K36me3 signal in highly expressed genes in exons (black) and the corresponding succeeding introns (gray) (left vertical axes) in human T-cells (E) and mouse embryonic stem cells (F). The exons are grouped with corresponding succeeding introns in exon–intron pairs. In each exon–intron pair, say, 3, we assure that no exon of lower rank, i.e., 1 or 2, occurs in any annotated Ensembl transcript (see Methods for details). We depict in red (right vertical axes) paired Wilcoxon signed rank test P-values on the alternative hypothesis that signal in exons is higher than in corresponding succeeding introns. The dashed red line indicates a P-value of 0.001.

Nucleosomes and histone marks at internal exons
individual exons, we generated heat maps of nucleosome, H3K36me3, and H3K79me1 signals over windows centered on all internal exons of high-expressed genes (Fig. 6). We found a clear pattern of nucleosomes positioned downstream from the intron/exon junctions regardless of exon-expression level except for the exons with the highest expression (Fig. 6A). For H3K36me3 (Fig. 6B), we found a clear tendency toward a higher signal at exons with high expression and a lower signal at exons with low expression, in agreement with our previous results (Fig. 4). Even for H3K79me1 (Fig. 6C) this tendency was also present, although less pronounced.

These observations raise the question of whether these patterns are present in all measured cells or in a fraction of cells. Higher-sequencing depth of samples or direct measurements from single-molecule sequencing technology (Clarke et al. 2009) are necessary before this can be determined. In summary, our data suggest that histone modifications, besides being functionally important at the TSS, seem to have important roles at the exonic level as well.

Histone modifications may facilitate exon inclusion during co-transcriptional splicing

We have demonstrated that H3K36me3 is the mark with the most significant exon-to-intron differences, at both the gene- and exon-expression levels. The decreasing pattern of the H3K36me3 exonic signal accompanied by the decreasing exon-expression level (Fig. 4C) and its dependence on exon expression (Fig. 5B) suggest a potential role of H3K36me3 in co-transcriptional splicing (Allemand et al. 2008; Pandit et al. 2008). By comparing the expression of each exon to the expression of its corresponding gene, we obtained a relative measurement of the inclusion/exclusion of a given exon into a mature transcript. We observed that the majority of excluded exons, i.e., the alternatively spliced ones, showed very low H3K36me3 levels, while the included exons showed a tendency toward higher H3K36me3 levels (Supplemental Fig. S7). This suggests that H3K36me3 can facilitate exon inclusion. Effects of exon length on splicing have been reported (Hertel 2008), and we have observed low levels of H3K36me3 in the exons shorter than 50 bp. In contrast, there was no such discrepancy for various intron

---

**Figure 4.** Some histone mark signals are higher in internal exons than in introns in a transcription-dependent manner. (A) For highly expressed genes, the average histone mark signal in exon-expression groups (low and high) (see Fig. 1) was compared to the respective medium-expressed exons to determine whether the signal was above (yellow), below (green) or at the same level (gray). The classes were determined by calculating the fold change (log2) of the average signals in the high-expression and low-expression categories to the average signal in the medium-expression one and then further discretized to above (>0.25), below (<–0.25) or at medium (between –0.25 and 0.25) level. (B) For the alternative hypothesis, that the signal in exons (in each exon-expression group) is higher than in corresponding succeeding introns, paired Wilcoxon signed rank test P-values (–log10) are depicted below each histone mark. Asterisks indicate significant (<0.001, horizontal black line) P-values. Highly relevant histone marks showing (1) any of the major identified trends in A; (2) significantly higher signal in exons than introns (B); and (3) lack of preferential accumulation at TSS-proximal regions (manual inspection) are highlighted (A). (C) Footprints of H3K36me3 (red) and H3K27me3 (blue) signals (±1-kb window) in human T-cells centered on intron/exon junctions of internal exons in highly expressed genes in the three exon-expression groups: high, medium, and low. (D) Median values and interquartile ranges of the exon average signals in the exon-expression groups high, medium, and low in Class 1 (H3K36me3, H3K79me1, and H2BK5me1), Class 2 (H3K27me2 and H3K27me3), and Class 3 (H3K27me1). Significant differences in distributions were tested for the high/medium- and low/medium-expression groups. An asterisk below or above the interquartile ranges indicates significantly (Wilcoxon rank sum test P-value < 10^{-5}) lower or greater signal distribution compared to medium-expressed exons.
lengths (Supplemental Fig. S8). However, short exon size does not seem to explain the absence of H3K36me3 in excluded exons (data not shown). Instead, exons shorter than 50 bp do not seem to be contained within well-positioned nucleosomes (Fig. 1B); this could make it difficult to add the H3K36me3 mark. Due to their small size, these exons may lack the minimal length of a yet-unknown sequence signal that prevents nucleosome positioning. Alternatively, the absence of clear nucleosome positioning or H3K36me3 in these short exons could partly be due to the small number of exons, compared to other exon size ranges, used to generate the signal footprints. It is noteworthy that a number of highly transcribed exons showed low H3K36me3 levels (Supplemental Fig. S7). This may reflect the fact that splicing is a combinatorial process (Hertel 2008), where other factors can play important roles, e.g., the strength of splice sites. Recent reviews have emphasized the combinatorial nature of splicing, which could be crucial in ensuring the fidelity of the process, especially for metazoans with larger genes and introns (Berget 1995; Kornblihtt et al. 2004; Kornblihtt 2006; Allemand et al. 2008; Hertel 2008). Traditionally, splicing has been proposed to occur by intron-definition mechanisms, with splice-site recognition playing a major role (Berget 1995). However, this seems to apply only when the exons are flanked by introns shorter than 200 bp. In humans and other metazoans, many exons are surrounded by longer introns, and so alternative exon-definition splicing models have been proposed (Berget 1995). It is tempting to speculate that H3K36me3 and other histone modifications such as H3K79me1 may make exons more visible to the splicing machinery, especially when splice sites are weak.

The connection between H3K36me3 and splicing, although speculative, finds further support in the literature. First, while we were submitting this manuscript, Kolasinska-Zwierz et al. (2009) suggested that differences in H3K36me3 signal between exons and introns are evolutionarily conserved, since they also occur in...
C. elegans. Kolasinska-Zwierz et al. (2009) also reported accumulation of H3K36me3 at internal human and mouse exons, although they noted some preference toward 3’ ends of exons. However, in their analysis, Kolasinska-Zwierz et al. (2009) only considered internal exons with lengths between 350 and 450 bp, which is clearly more than the average exon size in these organisms. We likewise noted accumulation of H3K36me3 at the 3’ end of internal exons, especially within those longer than 200 bp (Supplemental Fig. S8). Importantly, our observations of nucleosome positioning at internal exons in C. elegans suggest that these well-positioned nucleosomes are marked with H3K36me3 in a transcription-dependent manner. Furthermore, after classifying exons as constitutively or alternatively spliced, on the basis of information from genes annotated with multiple transcripts, Kolasinska-Zwierz et al. (2009) found that the putative alternatively spliced exons had lower H3K36me3 levels. When we analyzed exon-expression, H3K36me3, and nucleosome data generated from the same human-cell type, we reached a conclusion consistent with theirs. Our analysis reinforces the link between this histone mark and splicing.

Second, it is intriguing that H3K36me3 has different functions in high and low eukaryotes (Carrozza et al. 2005; Edmunds et al. 2008), which could be due to their different intron–exon structures (Deutsch and Long 1999) and splicing mechanisms, i.e., co-transcriptional or post-transcriptional (Pandit et al. 2008). Moreover, SETD2, a histone H3 methyltransferase responsible for tri-methylation of lysine 36 in vertebrates (Edmunds et al. 2008), interacts with phosphorylated RNAPII that, in turn, interacts with various components of the spliceosome (Morris and Greenleaf 2000; Lin et al. 2004). SETD2 is a part of a complex with the elongation factor SUPT6H (also known as SPT6) and its partner IWS1. All three interact with elongating RNAPII (Yoh et al. 2007, 2008). Interestingly, a mutation or depletion in SUPT6H and IWS1 results in mRNA processing defects, including splicing and mRNA export. The transcripts become longer and accumulate in the nucleus (Yoh et al. 2007). Similarly, SETD2 depletion leads to nuclear retention of transcripts, but effects on transcript length, i.e., splicing, have yet to be tested (Yoh et al. 2008). Since defects in splicing can lead to nuclear-transcript retention (Sommer and Nehrbass 2005), it would not be unexpected if SETD2 also participates in splicing. Very recently, SETD2 was shown to interact in a complex with the heterogeneous nuclear ribonucleoprotein L (hnRNPL) (Yuan et al. 2009). This hnRNPL protein is known to participate in various RNA processes, such as exon inclusion during alternative splicing and polyadenylation (Hung et al. 2008). Despite these reports, the role of H3K36me3 in splicing remains speculative at this stage.

In addition to H3K36me3, H3K79me1 seems to be related to splicing. First, the exon-expression level is highly dependent on the H3K79me1 exonic signal (Fig. 5D). Second, the Tudor domain of TP53BP1 is known to interact with mono- and di-methylated forms of H3K9 (Huyen et al. 2004). Interestingly, TP53BP1 has been shown to interact with U2 snRNA, along with several other proteins and RNA (Pryde et al. 2005). This interaction suggests a link between H3K79me1 and splicing, but further experiments are needed.

Guided by our findings and the previously mentioned reports, we believe it is worth considering models that link chromatin and splicing. Therefore, we hypothesize that most internal exons can be made visible to the splicing machinery through well-positioned nucleosomes carrying H3K36me3 and/or H3K79me1. This hypothesis concurs with models of co-transcriptional splicing in which pre-mRNA splice-site recognition is believed to occur while the RNAPII machinery is still engaged in the process of transcription (Beyer and Osheim 1988; Hertel 2008). In these models, splice-site recognition/alternative splicing is guided not only by DNA sequence, but also by other components such as additional spliceosome proteins, the phosphorylation status of RNAPII carboxy-terminal domain (CTD), and epigenetic signals (de la Mata et al. 2003; Batsche et al. 2006; Allemand et al. 2008), for instance the histone modifications H3K36me3 and H3K79me1.

Conclusions

Here we present the novel finding that there are well-positioned nucleosomes at most internal exons in such evolutionarily distant organisms as H. sapiens and C. elegans. We further demonstrate that the following histone modifications—H3K36me3, H3K79me1, H2BK5me1, H3K27me1, H3K27me2, and H3K27me3—function as quantitative measures of exon expression. Moreover, we hypothesize that H3K36me3 and H3K79me1 are involved in pre-mRNA splicing. Recent reports indicate lower substitution rates in linker regions than in nucleosomal DNA (Warnecke et al. 2008; Washietl et al. 2008; Sasaki et al. 2009) as well as higher rates of insertions and deletions longer than 1 bp in linker regions (Sasaki et al. 2009). Our results show that exons are functional units, defined not only by their coding capacity, but also by the way they are packaged in nucleosomes. This may have an impact on their stability and evolution.

Methods

Annotations

Nucleosome and histone modification data for H. sapiens resting CD4+ T-cells (Barski et al. 2007; Schones et al. 2008; Wang et al. 2008) were publicly available in hg18 (March 2006) coordinates. The exon-expression (GSE11384) (Oberdoerffer et al. 2008) and gene-expression data (Su et al. 2004) for human CD4+ T-cells were annotated to Ensembl (Hubbard et al. 2007) (database release 49, NCBI 36) respectively, using hg18 annotation files downloaded from the Affymetrix web page. The C. elegans data (Valouev et al. 2008) were publicly available in ce6 (May 2008) coordinates, and we used the corresponding Ensembl database, release 50 (WS190), as the source of annotations. The Mus musculus embryonic stem cell data (Mikkelsen et al. 2007) were publicly available in mme8 (Feb. 2006) coordinates. Gene annotations for the array platform used for the mouse expression experiment (GSE8024) (Mikkelsen et al. 2007) were extracted from the Ensembl database, release 46 (NCBI 36).

For the human, nematode, and mouse data, we extracted exon, transcript, and gene annotations from the Ensembl database (Hubbard et al. 2007) using the respective releases given above. TSSs were defined as the start of Ensembl genes. All annotated genes were considered unless otherwise stated. To compare the difference of nucleosome content in protein-coding exons to that of pseudogenes (Supplemental Fig. S2), we extracted all exons from the Ensembl database with annotated biotype “protein_coding” and “pseudogene.” An internal exon was defined to be any exon except the first or last one and positioned at least 2 kb from any listed transcript start or end. Using this definition, some exons may not have been truly internal, due to the existence of non-annotated, intragenic alternative TSSs. These are often underestimated in current annotations and are one possible explanation for the observed preference toward 5’ end internal exons in several organisms as H. sapiens and C. elegans.
histone modifications. We believe our definition offers a good compromise between capturing truly internal exons and excessive removal of them.

For the exon–intron comparison in Figure 3, E and F, we first collected all exons annotated as the first exon in any transcript associated with the genes under consideration. These were then compared to the corresponding succeeding introns. To guarantee no overlap with subsequent exons, we proceeded with all exons annotated as exon 2 in any transcript but excluded the ones associated with exon 1, and so on. This strategy guarantees that no annotated alternative TSS occurs in the exon 2 or subsequent groups.

The term “well positioned” is used to refer to a nucleosome well-positioned with respect to a genomic feature, such as intron/exon junctions, as opposed to all cells in the cell population having a nucleosome at the same genomic coordinate.

Signal assembly

All ChIP-seq data originate from the uniquely aligned fragments given by the respective principal investigator (Barski et al. 2007; Mikkelsen et al. 2007; Schones et al. 2008; Valouev et al. 2008; Wang et al. 2008). The information regarding the original lengths of the shredded/digested DNA fragments sequenced was found in the publication corresponding to each data set. We used the original data to construct an overlap signal by extending each aligned fragment to this length and counting the number of overlaps at each individual base pair with the SICTIN tools (S Enroth and J Komorowski, in prep.). The signals were then normalized by dividing each overlap with the normalizing factor \( nfi = ri * li / L \), where \( ri \) denotes the total number of uniquely aligned reads for signal i (i.e., histone modification signal or nucleosome signal), \( li \) the original lengths of the shredded/digested DNA fragments sequenced, and \( L \) the total mappable genome length of the considered species. In this way, each normalized signal represents the fraction over the expected number of overlaps per base pair, assuming that all positions in the mappable parts of the genome are equally probable.

Characterization of genes and exons according to expression

We categorized the Ensembl genes into three groups according to gene-expression measurements from the human CD4+ T-cells (Su et al. 2004) and the mouse embryonic stem cells (GSE8024) (Mikkelsen et al. 2007), respectively. High-expressed genes were defined with an expression level above one standard deviation over the mean. The groups of medium- and low-expressed genes were determined by ensuring the same number of genes in each group. For these two categories, the lowest- and midmost-expressed genes were chosen, respectively. For the exon-expression-related analyses, we categorized the internal exons of highly expressed genes into high-, medium-, and low-expressed exons using the above procedure according to the overall exon-expression distribution.

For all exons in highly expressed human genes, we calculated the fold change (\( \log_2 \)) between the expression of each exon and the average exon expression of the corresponding gene. These \( \log_2 \) values were then interpreted as indicators of exon-exclusion (negative) or exon-inclusion (around zero or positive) events.

GC-content bias

To test whether the GC-content bias in exons with respect to introns could explain the higher levels of nucleosome and H3K36me3 signal in the human exons, we calculated the GC content of all internal exons and flanking introns in the highly expressed genes. The exons and introns were then grouped according to GC-content intervals and the distributions of average exon/intronic signal plotted separately for each GC-content interval (Supplemental Fig. S6).

**Functional characterization of histone marks**

For each histone modification and individual exon in the human genome (Ensembl) of highly expressed genes, the average signal was calculated and normalized as described above. We then categorized these signals according to the expression level of each exon into high-, medium-, and low-expressed exons as we did with the gene-expression data. We calculated the fold change (\( \log_2 \)) of the average signals in the high-expression and low-expression categories with respect to the average signal in the medium-expression category. We further categorized each fold change as above (\( >0.25 \)), below (\( <0.25 \)), or unchanged. This procedure yielded a three-digit vector for each modification, corresponding to a high-, medium-, and low-exon-expression level, where each digit in the vector indicated either no change (0), an increase (1), or a decrease (–1) compared to the average signal of medium-expressed exons. We further imposed the selection criteria that histone modifications should have a signal significantly higher in exons than in succeeding introns (paired Wilcoxon signed rank test \( P\)-value < 0.001) and without any preference for TSS-proximal regions (by manual inspection). This gave the following classes: Class 1 (1,0,–1), Class 2 (–1,0,1), Class 3 (1,0,0), Class 4 (0,0,0), and inconclusive (any other combination). To further illustrate the differences in signal between the exon-expression groups, we plotted the interquartile ranges of signals in Classes 1–3. Significance of differences between the high-/medium-expression groups and the low-/medium-expression groups was then tested (Wilcoxon rank sum test \( P\)-value < 10\(^{-5}\)).

Dependency of histone modifications on expression levels

To measure the dependency of histone modification signal on expression level, we binned the exon- and gene-expression data separately into 100 bins of equal size according to expression level. For each exon-expression bin, the average internal exonic histone modification signal of associated exons was calculated. Similarly, for each gene-expression bin, the average gene-body histone modification signal was calculated. For each of the identified histone modifications with exonic preference, we evaluated the relationship between expression and histone modification using the distribution-free Hoeffding’s D measure of dependence (Holland and Wolfe 1999). This statistic measures the average square deviation of sample pairs from independence. Using the implementation of Hoeffding’s D in the R (R Development Core Team 2008) package Hmisc (Harrell 2008), the statistic ranges between −0.5 and 1.0. The higher the value of D, the more dependent the variables are on each other. Correlation measures such as the Pearson and Spearman correlation coefficients are not appropriate in this case, because they measure linearity and monotonicity, respectively, while Hoeffding’s D may identify a broad range of dependencies.

Heat maps

To examine the H3K36me3, H3K79me1, and nucleosome signal patterns at individual human exons, we generated respective heat maps of 2-kb windows centered on a subset of all internal exons in the highly expressed genes. We considered only internal exons with lengths between 100 and 300 bp and with flanking introns of...
at least 100 bp. Each window (row in the heat map) was then split into subwindows of 100 bp and the average signal calculated. The windows were then ordered according to exon expression. The gray tones used in the heat maps were determined using the signal quantiles of considered windows for H3K36me3, H3K79me1, and nucleosome separately.

All analyses were performed using the R language (R Development Core Team 2008), with standard methods and packages.
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