STAC: A method for testing the significance of DNA copy number aberrations across multiple array-CGH experiments
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Regions of gain and loss of genomic DNA occur in many cancers and can drive the genesis and progression of disease. These copy number aberrations (CNAs) can be detected at high resolution by using microarray-based techniques. However, robust statistical approaches are needed to identify nonrandom gains and losses across multiple experiments/samples. We have developed a method called Significance Testing for Aberrant Copy number (STAC) to address this need. STAC utilizes two complementary statistics in combination with a novel search strategy. The significance of both statistics is assessed, and P-values are assigned to each location on the genome by using a multiple testing corrected permutation approach. We validate our method by using two published cancer data sets. STAC identifies genomic alterations known to be of clinical and biological significance and provides statistical support for 85% of previously reported regions. Moreover, STAC identifies numerous additional regions of significant gain/loss in these data that warrant further investigation. The P-values provided by STAC can be used to prioritize regions for follow-up study in an unbiased fashion. We conclude that STAC is a powerful tool for identifying nonrandom genomic amplifications and deletions across multiple experiments. A Java version of STAC is freely available for download at http://cbil.upenn.edu/STAC.

[Supplemental material is available online at www.genome.org]
To date, however, little attention has been given to the need for multi-experiment methods to identify regions of consistent aberration across samples. Given that we are often interested in the recurrent regions of aberration, such multi-experiment methods are needed to complement the existing work on breakpoint detection in single experiments. Researchers routinely rely on simple frequency thresholds (i.e., selecting aberrations that occur in a specified percentage of the samples) for prioritizing regions for follow-up studies. This is followed by a tedious manual review of the data to define region boundaries and identify candidate genes that may be targeted by the genomic aberration. This process is time-consuming and easily prone to investigator bias. Moreover, this approach lacks the power to detect aberrant regions shared only within a subset of samples (e.g., a cancer subtype). Multi-experiment statistical methods would provide a mechanism for accurately localizing and prioritizing recurrent aberrations in an unbiased manner thereby allowing for more focused follow-up efforts.

Here we present a new algorithm (STAC) developed to address this need. STAC identifies regions of gain or loss that occur across an entire sample set or within a subset of samples more often than would be expected under a reasonable null model. The algorithm provides a rigorous mechanism for localizing regions of significance and has been engineered to accommodate data from any array platform (e.g., BAC, SNP, oligo-based) and to handle input from any one of the previously mentioned single-experiment methods after minor data transformation. STAC includes a search of the sample space and is sensitive to concordance even if coming from only a subset of the data. We demonstrate the utility of our method by applying it to two publicly available cancer CNA data sets. STAC is available for download in a standalone format (STAC-Station) or a parallelized grid-based version (STAC-Grid) at http://www.cbil.upenn.edu/STAC.

Data and notations

We assume that all experimental data have been preprocessed (e.g., quality filtered and normalized) and that a method for calling gains and losses in individual samples/experiments has been applied. Therefore, our starting point is a set of aberrant regions for each sample. These data are in turn formatted for input to STAC and tested for significant concordant effects.

STAC analysis currently focuses on gain and loss as separate cases since these are generally regarded as providing distinct mechanisms for disease. We will use the term “aberration” as the generic term for both, but the type of aberration (gain or loss, considered separately) is fixed throughout this discussion. Formatted input data consist of an aberration call for each of \( N \) experiments and \( M \) fixed-width spans, which we call genomic “locations.” The sequence of \( M \) locations constitutes the stretch of genome under study and should exclude centromeres since alterations cannot be reliably detected in these regions. For cancer data we generally recommend that analysis be performed at the level of a chromosome arm, given that the observed background rate of aberration often varies considerably between arms (for examples, see aberration frequency plots in Mosse et al. 2005; Naylor et al. 2005). Analyzing each arm separately will help avoid trivial violations of our null model, such as when one arm is gained and the other is not. The width of the locations should be selected based on the resolution of the array. For example, one may select 1-Mb for a 1-Mb (on average) resolution array. In general, smaller fixed-width locations allow for finer mapping of significant regions at the cost of an increase in runtime.

We represent aberration with a 1 and no aberration with a 0. Therefore, for each stretch of genome considered and for each aberration type (gain or loss), the data can be put in an array of 0’s and 1’s where rows represent experiments and columns represent locations. We refer to a single row of this array as a “profile.” A set of consecutive 1’s in a row is called an (aberrant) “interval” for that profile. Therefore, each profile consists of a set of intervals and their locations. Figure 1 shows a graphical display of chromosome 11 loss data from a set of breast cancers consisting of \( N = 37 \) profiles and \( M = 77 \) locations. These example data are utilized below as we develop the methodology and two complementary statistics designed to test the significance of recurrent intervals of aberration.

Null model and permutation approach

To calculate significance across samples, we need a statistical test that is sensitive to recurrent intervals of aberration at a given location in a selected sample set. A highly analogous problem arose in the analysis of direct identity-by-descent data, and a solution was given in Grant et al. (1999). We take the theoretical foundation laid down in that article as our starting point. As in that article, the true underlying aberration rate is not known, and we do not try to model it. Instead, we take the measured aberrations in the individual samples as given and test for the signifi-
cance of consistent aberration across samples. As such, significance levels calculated are conditional on the observed data. The null model used to test for this is that the observed intervals of aberration are equally likely to occur anywhere in the stretch of the genome being considered (typically a chromosome arm). Of note, violations of this null model may include genomic regions that are inherently rearrangement-prone (Sharp et al. 2005) and those that are the sites of common deletion polymorphisms (Hinds et al. 2006; McCarroll et al. 2006). The general approach described in Grant et al. (1999) is to choose an appropriate statistic and then apply a permutation procedure under the null model to determine the significance of the statistic. For the present application, we simply need to modify the statistic and accordingly modify the search algorithm. The only heuristic involved is in the ability of the search algorithm to find the exact value of the statistic on complicated data.

An estimate of the null distribution is obtained via permutations where a permutation consists of a random rearrangement of the intervals of each profile (without replacement). In this way we preserve much of the nature of the data within samples while perturbing any concordance across samples. For example, if a profile with M locations had only one interval of length l, then there would be M−l+1 permutations of this profile, each equally likely.

The frequency statistic

The first statistic we consider associates to each location m the frequency of aberration at that location across the entire sample set, denoted \( F(m) \). Extreme values of the statistic \( F(m) \) indicate deviation from the null model at location \( m \). If \( P \) is a permutation of the data, we denote the frequency of aberration in the permuted data over location \( m \) by \( F_P(m) \). Let \( D \) be the distribution (over all permutations \( P \)) of \( \max_m F_P(m) \). In other words, \( D \) is the permutation distribution of the maximum aberration frequency. We define a frequency-based \( P \)-value at each location \( m \), denoted \( P_F(m) \), by the right-hand tail probability of \( F(m) \) in \( D \):

\[
P_F(m) = \frac{\# \text{ such that } \max_m F_P(m) \geq F(m)}{\text{total number of permutations}}.
\]

Since we are comparing \( F(m_0) \) to the distribution of the maximum aberration frequency over all \( m \), the resulting \( P \)-value \( P_F(m_0) \) is a multiple testing corrected confidence measure (for the M tests) for rejection of the null model. Since our statistic is an indicator of behavior at location \( m_0 \), we prioritize the locations by \( P_F(m_0) \). If location \( m_0 \) is significant at level \( \alpha \) (e.g., 0.05 or 0.01), then location \( m_0 \) has a frequency that is unlikely under the null model indicating possible biological significance.

We define the “confidence” at location \( m_0 \) as \( 1 - P_F(m_0) \).

Figure 2A shows the data from Figure 1 with the frequency confidences overlaid as gray bars. Four intervals of significant loss are identified and suggest putative locations for cancer-related genes. Only one can also see from these data that the frequency is not significant at the three leftmost locations (marked by *); however, there is a consistent aberration within a subset of nine samples. Given that cancers are often heterogeneous and copy number profiles can be used to discover and distinguish subtypes, it is imperative that one be able to identify this type of alteration in addition to those that are significantly frequent across the entire sample set.

The footprint and the normalized footprint

To overcome the shortcoming of the global frequency statistic outlined at the end of the previous section, we develop a refined version of the “footprint” statistic and subset search methodology originally introduced by Grant et al. (1999). Although the biological question here is different, the data and statistical problems that arise from them are similar.

We define a “stack,” \( S \), as a set of intervals that contains at most one interval per profile and where there is at least one location common to every interval in the set. Note that in Grant et al. (1999) the second requirement is not imposed. A stack is not necessarily composed of all intervals over a location, it can contain any subset of them. We define the footprint of a stack \( S \), denoted by \( F(S) \), to be the number of locations \( c \) such that \( c \) is contained in some interval of \( S \) (see Fig. 3A). The footprint accounts for interval lengths and measures tight alignment as a much more significant case than the aberration frequency. Figure 3B illustrates this advantage. The aberration frequency at the position in red is four in both examples. However, the footprint of the stack on the right is much smaller than the footprint of the stack on the left, emphasizing the unlikely scenario of this tight alignment if aberrations occurred randomly. The notion of tight alignment is useful for localizing regions of significance and narrowing the list of candidate genes that may be targeted by the genomic aberration. Although the location in red may harbor a critical gene based on the data on the left, the data on the right provide greater evidence for this localization and this is reflected in its smaller footprint.
Figure 3. Footprint of a stack. (A) The footprint of a stack is the number of locations contained in some interval of the stack. The anchor point(s) of a stack are the locations contained in every interval of the stack. Black dotted line represents a stretch of genome. Gray dotted lines represent aberrant intervals. (B) Footprint accounts for interval lengths. Two example stacks are shown; “frequency” and “footprint” indicate values of frequency and footprint, respectively. Both stacks cover the location indicated in red; however, the stack on the right provides greater evidence for localization of an important gene at this location; this is reflected in its smaller footprint.

The requirement that stacks be anchored mitigates the need for normalization of the footprint as introduced in Grant et al. (1999); however, it is still necessary in order to put similar stacks on equal footing regardless of interval length. Consider, for example, two stacks containing the same number of intervals, the first a perfectly aligned stack of intervals of length one and the second a perfectly aligned stack of intervals of length two. The first stack has a footprint that is half that of the second; however, both stacks provide strong evidence of a nonrandom effect and the potential localization of an important gene. To avoid overemphasizing the difference in widths, we normalize the footprint by dividing by its expected value $NF(S) = P(S)/E(F(S))$, where the expected value is calculated under the usual null model. In this way, the normalized footprint of the first stack in our example is only slightly smaller than the normalized footprint of the second stack.

Footprint-based P-values

Ultimately we would like to assess the significance of recurrent intervals of aberration at each location. However, the normalized footprint, when applied only to the set of all intervals covering a given location, is not sensitive enough for this purpose. Suppose there is one profile that has a very long interval (a scenario common in cancer data sets). Then this interval will cause the footprint (as well as the normalized footprint) to be large regardless of the other intervals involved. We therefore do not apply the normalized footprint to all intervals over each location, but rather we apply it to each stack, regardless of how many profiles/intervals are involved. We then test the value of the normalized footprint on each stack for significance with respect to the usual null model; these data in turn are used to assess significance at each location.

For any stack $S$, we call $m$ an anchor point of the stack if $m$ is contained in every interval. We denote the set of all anchor points of a stack $S$ by $S^\star$. By the definition of a stack given in the previous section, $S^\star \neq \emptyset$. Let $D_m \colon n = 2 \ldots N$ be the permutation distribution of $NF(S)$ over all stacks $S$ that consist of exactly $n$ intervals. For each stack $S$ in the unpermuted data containing $n$ intervals, let $P(S)$ be the $P$-value given by the tail probability in $D_m$ for values $\leq NF(S)$. $P(S)$ is a permutation $P$-value assigned to a stack; these $P$-values can be used to assess significance at each location in $S^\star$ as follows. For each location $m$, let

$$R(m) = \min_{S : \text{such that } m \in S^\star} P(S).$$

$R$ provides a uniform $P$-value-based score that makes all locations comparable, regardless of the nature of the stacks over them. We cannot use the score as a meaningful $P$-value, however, since they are not multiple testing corrected for taking a minimum over all subset sizes. Therefore we perform a second permutation calculation on the $R(m)$ themselves in order to assess true significance. Since $R$ is a score for each location, much as the frequency is, we assess the significance of $R$ in exactly the same way as we did with the frequency. This provides us with a footprint-based $P$-value at each location. It is important to note that a location may derive significance from either a subset of samples or the entire sample set given that we are evaluating stacks of all possible sizes (i.e., containing any number of samples).

Searching the sample space

A search method averts the only serious obstacle in calculating the footprint-based $P$-values, which is the impossibility (except in simple cases) of searching, for each $n$, the astronomically large space of all stacks $S$ that consist of exactly $n$ intervals. This problem only arises with the footprint statistic since the frequency does not require a subset search. We use a similar search strategy as in Grant et al. (1999) with an additional step to remove redundancy at each level. Two stacks $S_1$ and $S_2$ are considered redundant if they comprised the same number of intervals and share the same anchor points, and the set of interval lengths for intervals contained in $S_1$ equals that of $S_2$.

The approach is heuristic and searches the sample space in a greedy and incremental manner from 2 to $N$ (i.e., the maximum possible stack size). For $B$, a fixed positive integer, it starts by finding the best $B$ anchored stacks involving two intervals; “best” meaning with smallest normalized footprint. The algorithm then extends those $B$ stacks in all possible ways to anchored stacks involving three intervals and finds the best nonredundant $B$ of those. Those $B$ stacks of three intervals are in turn extended to all anchored stacks of four intervals, and the best $B$ nonredundant of those are determined. This process continues incrementally up to the largest possible stack. The minimum normalized footprint found at each step is recorded. These are the $NF(S)$ values used above in the distributions $D_m$.

The removal of redundancy is a necessary step, particularly for large data sets. Because the number of substacks of a stack grows exponentially with the size of the stack, if redundancy is not removed, then the best $B$ stacks considered for extension at a level could consist entirely of stacks anchored at the same location(s). Extending only these stacks to the next level could result in false negatives elsewhere on the chromosome arm. Note that the removal of redundancy does not bias our $P$-values because the same search strategy is applied to both the permuted and unpermuted data.

Optimization of this process can be achieved through the review and testing of the “search parameter” $B$. The higher $B$ is set the more likely it is to find the global minimum, but the longer it will take to run. The appropriate setting of $B$ will depend on the particular data set being analyzed, and STAC provides output that can help guide this decision. For example, one can output the number of stacks considered for extension at each level. From this, one can determine at which level of extension the heuristic will begin to take affect. In practice, we have found that setting $B = 100,000$ is more than sufficient for most data sets consisting of ~50 samples.
Figure 2B shows the results for the example data using footprint-based confidences alone. Notice how the locations at the left that were not significantly frequent across the entire data set are now found to be significant using the normalized footprint and subset search. In addition, another stack has been revealed (marked by *) that was less apparent and that we might have missed by eye. These locations may be relevant to a distinct subgroup of the samples.

In practice, we find the frequency and footprint statistics complement one another. We therefore report the results for both statistics. Deriving meaningful and effective conclusions requires the careful consideration of both statistics since the inherent statistical meaning (and therefore biological implication) of each is different.

**Application to two publicly available cancer CNA data sets**

We applied our algorithm to two publicly available cancer CNA data sets. The first consists of CNA data from 42 cell lines derived from diagnostic or relapsed neuroblastomas (Mosse et al. 2005). The second set is generated from 47 primary sporadic breast tumors (Naylor et al. 2005). Original CNA data were preprocessed to generate appropriate input data for STAC as described in the Methods section. For each chromosome arm, STAC was executed separately for gains and losses. We set the search parameter to 10,000 and performed 10,000 random permutations to assess the significance of both statistics (for timing results, see Supplemental Table 1). A location with \( P \)-value \( \leq 0.05 \) for either statistic was considered significant, and we use \( P_F \) and \( P_P \) to designate the frequency and footprint-based \( P \)-values, respectively.

**STAC detects regions of known biological and clinical relevance**

We first sought to investigate whether STAC could identify known clinically and biologically relevant genomic aberrations. Specifically, we expect to identify amplification at 2p24 containing MYCN, loss at 1p36, loss at 11q14–25, and gain of 17q material in the neuroblastoma data, as these aberrations have been shown to be clinically and/or biologically relevant (for review, see Maris and Matthy 1999).

Figure 4 shows the results for the four chromosome arms studied. STAC successfully finds locations of significance for each relevant chromosomal region. Amplification at 2p24 including the MYCN oncogene is readily identified (\( P_F = 0.0003, P_P = 0.0001 \), as is the region of loss at 1p36 (\( P_F = 0.0014, P_P = 0.0028 \)). Analysis of chromosome arms 11q and 17q reveals the complementary nature of the statistics employed by STAC. Given the frequency of 17q gain, it seems clear that this aberration plays an important role in neuroblastoma. However, the problem of localizing a region (or regions) that may harbor putative oncogenes is far more difficult given the large intervals of gain seen in most samples. STAC identifies three relatively small regions of significant gain at 17q24.1 (\( P_F = 0.0102 \), 17q24.2 (\( P_F = 0.0075 \)), and 17q25 (\( P_F = 0.0348 \)) based on the footprint. Similarly, while a small region of loss is detected by both statistics at 11q23.3 (\( P_F = 0.0193, P_P = 0.0181 \)), identification of the regions at 11q14.3–11q21 (\( P_F = 0.0005 \)) and 11q25 (\( P_F = 0.0023 \)) requires the increased sensitivity of the footprint statistic. All regions identified by STAC are within currently accepted significant regions of overlap (SROs) in neuroblastoma. Moreover, these data potentially narrow the regions and provide a mechanism for prioritizing follow-up efforts.

**STAC provides statistical support for previously reported CNAs**

As a further validation step, we compare regions identified previously by Mosse et al. (2005) and Naylor et al. (2005) using traditional frequency thresholding and manual review to our STAC results for these data sets. For each previously reported region, we examine the STAC results to see if statistical support is present. In all cases, we consider a \( P \)-value \( \leq 0.05 \) for either statistic as significant.

STAC provides statistical support for the majority of the regions reported in Mosse et al. (2005), who defined regions of gain/loss in the neuroblastoma data based on a frequency cutoff of 25%. In other words, the aberration must be observed in 25% of the cell lines considered. Region boundaries were then determined based on manual inspection. Our analysis provides statistical support for 86.9% (20 of 23) of the gain regions and 91.7% (11 of 12) of the loss regions (Table 1).

STAC results for each of the 25 regions reported by Naylor et al. (2005) for the breast cancer data show a high degree of concordance (Table 2). Published regions were based on a frequency cutoff of 30% and tedious manual review to define region boundaries. STAC provides statistical support for 91.7% (11 of 12) of the gains regions and 76.9% (10 of 13) of the loss regions previously reported. In addition, Naylor et al. reported a full set of 55 regions of gain as supplemental data, for which STAC finds statistical support for 82% (45 of 55); for details, see Supplemental Table 2.

Examination of the few discordant regions revealed two reasons for discrepancy. The most common explanation is the presence of frequent and long aberrant intervals, such as seen in the neuroblastoma data for 17q gains. Here, 90% of the cell lines exhibit large gains, rendering the localization of regions near impossible without statistical methods. The discordant region (54.5–57.7 Mb) was gained in ~70% of the samples, yet our STAC frequency statistic tells us that this occurs 95% of the time in randomly permuted data. Manual review of such data to define regions is easily subject to investigator bias. The second explanation for discrepancy is simply that the region fell just below our \( P \)-value cutoff for significance. For example, loss on 3p reported in Mosse et al. (2005) is assigned \( P_F = 0.0698 \) by STAC. It is possible that this region would reach significance with the power gained by additional samples.

**STAC identifies additional regions of significant gain/loss**

We hypothesize that traditional methods could miss many regions of statistical significance and likely biological relevance. We therefore characterize all regions of significant gain and loss identified in our analysis (for a global view, see Supplemental Fig. 1).

STAC finds a total of 94 regions of significant gain and 79 regions of significant loss in the neuroblastoma data (Supplemental Table 3). The gains encompass a total of 332 Mb of genomic sequence with an average region size of 3.53 Mb. Significant loss covers 305 Mb of genomic sequence with an average region size of 3.86 Mb. Of note, 77% (72 of 94) of the gain regions and 86% (69 of 80) of the loss regions went undetected by the traditional frequency thresholding approach.

Supplemental Table 4 provides a complete listing of all regions identified in the sporadic primary breast tumor data set. In summary, STAC analysis identifies 149 distinct regions of significant gain covering 525 Mb of genomic sequence. The average region of gain spans 3.43 Mb, and 94 of the regions found by
STAC were not identified by a simple frequency thresholding approach. Our analysis identifies 124 distinct regions of loss covering 383 Mb of genomic sequence. The average region of loss spans 3.10 Mb.

Biological relevance of additional regions found by STAC

We sought to determine if the additional regions found by STAC have biological meaning. Ideally, this is done by using a large panel of highly annotated samples where one can then test whether regions are correlated with clinically and biologically relevant subsets and/or patient outcome. Here, we utilize what is known about neuroblastoma both cytogenetically and clinically to guide our biological interpretation of significant STAC regions.

We performed two-way agglomerative hierarchical clustering on the significant STAC regions to facilitate the biological interpretation of our neuroblastoma STAC results (Fig. 5). Two clusters of samples characterized by distinct patterns of gain and loss are observed (Fig. 5A). Regions of known biological and clinical relevance are shown in Figure 5B. Sample clustering is not driven by gain of the MYCN oncogene at 2p24 (A) or 17q gain (B), both very frequent events in this data set. Samples with 1p36 loss (D) are clearly separated from those with 11q loss (C); it is well established that these genomic aberrations are negatively correlated and associated with poor prognosis in neuroblastoma (for review, see Maris and Matthay 1999). Thus, we have confidence that the sample clusters are explained in part by known biology.

Sample cluster 1 is characterized by regions of loss, whereas cluster 2 exhibits frequent gain at these same locations (Fig. 5A,
Table 1. Comparison to previously reported regions in neuroblastoma data set

<table>
<thead>
<tr>
<th>Genomic change</th>
<th>Startb (Mb)</th>
<th>Stopb (Mb)</th>
<th>Candidate genesa</th>
</tr>
</thead>
<tbody>
<tr>
<td>1q+</td>
<td>158.4</td>
<td>159.7</td>
<td></td>
</tr>
<tr>
<td>2p+</td>
<td>204.6</td>
<td>206.3</td>
<td></td>
</tr>
<tr>
<td>7q+</td>
<td>19.7</td>
<td>33.3</td>
<td>HOXA clusterd</td>
</tr>
<tr>
<td>8q+</td>
<td>92.8</td>
<td>95.2</td>
<td>FANCC, PITCH</td>
</tr>
<tr>
<td>12q+</td>
<td>130.7</td>
<td>133.1</td>
<td></td>
</tr>
<tr>
<td>14q+</td>
<td>56.6</td>
<td>58.7</td>
<td></td>
</tr>
<tr>
<td>15q+</td>
<td>79.4</td>
<td>100.2</td>
<td>IGF1R, NTRK3</td>
</tr>
<tr>
<td>16q+</td>
<td>54.9</td>
<td>61.2</td>
<td>MMP2</td>
</tr>
<tr>
<td>17q+</td>
<td>85.8</td>
<td>90.0</td>
<td>CBFA2T3</td>
</tr>
<tr>
<td>18q+</td>
<td>54.4</td>
<td>57.7</td>
<td>PPM1D</td>
</tr>
<tr>
<td>19q+</td>
<td>60.5</td>
<td>63.3</td>
<td></td>
</tr>
<tr>
<td>22q+</td>
<td>75.3</td>
<td>81.7</td>
<td>BIRC5</td>
</tr>
<tr>
<td>1p–</td>
<td>3.2</td>
<td>7.2</td>
<td>TP73, CHD5, RPL22, HKR3</td>
</tr>
<tr>
<td>1q–</td>
<td>196.6</td>
<td>198.5</td>
<td></td>
</tr>
<tr>
<td>3p–</td>
<td>39.9</td>
<td>48.0</td>
<td></td>
</tr>
<tr>
<td>5q–</td>
<td>172.2</td>
<td>181.0</td>
<td></td>
</tr>
<tr>
<td>7q–</td>
<td>121.9</td>
<td>122.7</td>
<td></td>
</tr>
<tr>
<td>9p–</td>
<td>8.0</td>
<td>14.6</td>
<td></td>
</tr>
<tr>
<td>10q–</td>
<td>118.8</td>
<td>121.4</td>
<td></td>
</tr>
<tr>
<td>11q–</td>
<td>120.1</td>
<td>137.7</td>
<td></td>
</tr>
<tr>
<td>16q–</td>
<td>77.7</td>
<td>90.0</td>
<td></td>
</tr>
<tr>
<td>18q–</td>
<td>54.7</td>
<td>77.8</td>
<td></td>
</tr>
<tr>
<td>20q–</td>
<td>18.4</td>
<td>23.1</td>
<td></td>
</tr>
</tbody>
</table>

Regions previously reported using a frequency cutoff of 25% are listed along with supporting STAC results (shaded). In the event STAC did not indicate significance, “—” is specified in the start/stop positions and P-values are in parentheses.

aBased on Mosse et al. (2005).
bGenomic coordinates based on July 2003 freeze (hg16) of human genome.
cReferred to as NAG in Mosse et al. (2005).
dHOXA gene cluster consists of HOXA1, HOXA3, HOXA4, HOXA5, HOXA6, HOXA7, HOXA9, HOXA10, HOXA11, and HOXA13.

location cluster labeled E). Two thirds (145/217) of the locations contained in E were not identified by Mosse et al. (2005) using a frequency threshold of 25%. The fact that these regions associate with aberrations of known biological and clinical relevance in this data set indicates they may warrant further investigation. Figure SC provides a zoomed display of eight randomly selected regions from “E”. Five of the eight regions (marked by **) are detected by STAC but missed by traditional frequency thresholding. These data suggest that gains on chr20, 15, 16, 13, and 22 may be negatively associated with loss at 1p36 and could represent two distinct progression pathways in neuroblastoma.

Discussion

Cancer genomes are often riddled with CNAs, rendering the identification of relevant regions across multiple samples extremely difficult. Researchers traditionally rely on a simple frequency cutoff (e.g., “deleted in 30% of samples”) followed by a laborious manual review to define region boundaries. While this approach may identify some relevant locations, it is tedious and time-consuming and lacks statistical control over false positives and false negatives. In particular, it assumes a constant null model across the genome, and therefore is too liberal in some cases and too conservative in others.

We propose a sensitive statistical method for assessing the significance of recurrent genomic CNAs. STAC readily identifies regions of known biological and clinical relevance and reveals new recurrent aberrations that warrant further investigation. The method is sensitive to tight alignment of aberrant intervals and is capable of finding consistent regions of aberration within subsets of samples/experiments. These features are essential for localizing cancer genes and understanding cancer subtypes and progression. As with any computational analysis of large-scale data, STAC results should be reviewed to assess potential biological relevance. Not all significantly concordant aberrations may be relevant to the problem at hand. For example, STAC may identify copy number polymorphisms (CNPs) in addition to the recurrent CNAs that are the focus of cancer studies. Also, it is possible that
some of the regions found by STAC represent artifacts of array fabrication/hybridization, the binning into fixed-width locations, or inaccuracies in the input data that our significance calculations are based on. However, unsupervised clustering of STAC results from neuroblastoma cell lines suggests that many of the additional regions have biological significance. Evidence for this is provided by their correlation with genomic abnormalities known to be associated with high-risk and poor outcome. Additional studies in a large panel of tumor specimens are underway to confirm this.

Few others have attempted to address the multi-experiment problem computationally (Aguirre et al. 2004; Lipson et al. 2005; Rouveirol et al. 2006). Aguirre et al. (2004) propose a rule-based method for identifying minimal common regions (MCRs) and suggest criteria for prioritizing MCRs. They assess the significance of the median log₂-ratios across experiments for each MCR; however their overall approach is largely heuristic. Lipson et al. (2005) define a statistical framework involving the use of interval scores to address both the single and multi-experiment problems. This solution relies on untested parametric assumptions and does not make multiple testing considerations; therefore it is impossible to assess the true error rate of the method. Rouveirol et al. (2006) recently formalized two algorithms for identifying MCRs; however they do not involve any statistical significance testing. Neither method of Aguirre et al. or Lipson et al. has been implemented in a publicly available form to date.

It is important to note that all multi-experiment approaches currently require one to first define the gains and losses within each individual sample. The best approach for doing this has yet to be determined and depends on the particular array and experimental design. We have found that the use of ratio thresholds for calling gain and loss often leads to false negatives (missing regions of aberration in individual samples) and can also lead to false positives, depending on experimental design. Concordant bias such as that which may be introduced by severe sample processing should be accounted for. For example, if the probe distributions are significantly variable, one can hybridize a battery of normal controls (processed identically to the test samples) in order to use a standard deviation criterion instead of a global ratio cutoff. It is often preferable to use one of the model-based methods to make gain/loss calls for each sample; however, this can result in a decrease in resolution since they tend to not call a region as aberrant unless it is supported by several array elements. In general, given that concordant bias has been minimized as described above, the single slide calls should be made fairly liberally, so to avoid false negatives, since the false positives in individual samples will be randomly scattered across the genome and STAC will not assign significance to these additional aberrations. In short, if it is just noise in the array, it does not result in STAC false positives.

We envision at least two extensions to STAC in the near future. We first plan to enhance the power of STAC by incorporating the degree of gain and loss at each interval, especially high-level amplification and homozygous deletion. This can be accomplished by modifying our statistics to account for weighted intervals, where the weight of an interval is reflective of its degree of gain/loss. This is an intuitive extension to our method given that researchers routinely give greater consideration to more extreme alterations. The second planned extension is the assessment of significant co-occurring aberrations across multiple experiments. Such shared aberrations can be indicative of distinct disease progression pathways and as such are of obvious interest.

### Table 2. Comparison to previously reported regions in breast cancer data set

<table>
<thead>
<tr>
<th>Genomic change</th>
<th>Start(^a) (Mb)</th>
<th>Stop(^a) (Mb)</th>
<th>Candidate genes(^a)</th>
<th>Start(^b) (Mb)</th>
<th>Stop(^b) (Mb)</th>
<th>Footprint P-value</th>
<th>Frequency P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1p+</td>
<td>2.0</td>
<td>6.0</td>
<td></td>
<td>0.0</td>
<td>7.0</td>
<td>0.0003</td>
<td>0.0002</td>
</tr>
<tr>
<td>1q+</td>
<td>158.8</td>
<td>159.6</td>
<td></td>
<td>158.0</td>
<td>160.0</td>
<td>0.0005</td>
<td>0.0001</td>
</tr>
<tr>
<td>1p+</td>
<td>202.1</td>
<td>202.9</td>
<td></td>
<td>202.0</td>
<td>203.0</td>
<td>0.0005</td>
<td>0.0001</td>
</tr>
<tr>
<td>1q+</td>
<td>221.8</td>
<td>225.9</td>
<td></td>
<td>220.0</td>
<td>227.0</td>
<td>0.0004</td>
<td>0.0001</td>
</tr>
<tr>
<td>4p+</td>
<td>7.1</td>
<td>8.8</td>
<td></td>
<td>6.0</td>
<td>13.0</td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
<tr>
<td>5p+</td>
<td>0</td>
<td>1.9</td>
<td>TERT</td>
<td>0</td>
<td>7.0</td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
<tr>
<td>8q+</td>
<td>139.3</td>
<td>144.8</td>
<td>PTK2</td>
<td>139.0</td>
<td>147.0</td>
<td>0.0002</td>
<td>0.0001</td>
</tr>
<tr>
<td>9q+</td>
<td>130.5</td>
<td>135.2</td>
<td>TSC1, RALGDS</td>
<td>133.0</td>
<td>134.0</td>
<td>0.0007</td>
<td>0.0001</td>
</tr>
<tr>
<td>16p+</td>
<td>3.2</td>
<td>3.3</td>
<td>MMP25</td>
<td>0</td>
<td>4.0</td>
<td>0.0002</td>
<td>0.0001</td>
</tr>
<tr>
<td>17q+</td>
<td>33.6</td>
<td>38.9</td>
<td>TAF15, MLT6, ERBB2</td>
<td>34.0</td>
<td>38.0</td>
<td>0.0006</td>
<td>0.0176</td>
</tr>
<tr>
<td>18p</td>
<td>17p</td>
<td>11.5</td>
<td></td>
<td>34.0</td>
<td>38.0</td>
<td>0.0006</td>
<td>0.0001</td>
</tr>
<tr>
<td>18q</td>
<td>44.1</td>
<td>45.5</td>
<td></td>
<td>34.0</td>
<td>38.0</td>
<td>0.0006</td>
<td>0.0001</td>
</tr>
<tr>
<td>20q+</td>
<td>43.8</td>
<td>45.7</td>
<td></td>
<td>77.7</td>
<td>82.0</td>
<td>0.0006</td>
<td>0.0001</td>
</tr>
<tr>
<td>4p−</td>
<td>4.8</td>
<td>7.6</td>
<td></td>
<td>4.0</td>
<td>7.0</td>
<td>0.0010</td>
<td>0.0463</td>
</tr>
<tr>
<td>8p−</td>
<td>19.9</td>
<td>20.0</td>
<td>PTK2B</td>
<td>17.0</td>
<td>20.0</td>
<td>0.0010</td>
<td>0.0463</td>
</tr>
<tr>
<td>9p−</td>
<td>23.5</td>
<td>27.5</td>
<td></td>
<td>(0.8811)</td>
<td>(0.8811)</td>
<td>(0.3681)</td>
<td>(0.3681)</td>
</tr>
<tr>
<td>13q−</td>
<td>44.6</td>
<td>45.1</td>
<td>LCP1</td>
<td>—</td>
<td>—</td>
<td>(1.0000)</td>
<td>(1.0000)</td>
</tr>
<tr>
<td>16q−</td>
<td>61.5</td>
<td>63.5</td>
<td>CDH8</td>
<td>61.0</td>
<td>63.0</td>
<td>0.0430</td>
<td>0.8161</td>
</tr>
<tr>
<td>17p−</td>
<td>11.5</td>
<td>11.6</td>
<td></td>
<td>8.0</td>
<td>16.0</td>
<td>0.0002</td>
<td>0.0001</td>
</tr>
<tr>
<td>18p−</td>
<td>6.1</td>
<td>7.6</td>
<td></td>
<td>6.0</td>
<td>8.0</td>
<td>0.0006</td>
<td>0.0001</td>
</tr>
<tr>
<td>21q−</td>
<td>15.3</td>
<td>15.9</td>
<td></td>
<td>13.0</td>
<td>22.0</td>
<td>0.0006</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

Regions previously reported using a frequency cutoff of 30% are listed along with supporting STAC results (shaded). In the event STAC did not indicate significance, “—” is specified in the start/stop positions and P-values are in parentheses.

\(^a\)Genomic coordinates based on July 2003 freeze (hg16) of human genome.

\(^b\)Based on Naylor et al. (2005).
Lastly, we note that our algorithm is applicable to genomic research beyond cancer and the study of other diseases. Recent studies utilizing genomic copy number data from normal populations have noted the extent of genomic CNPs in the human genome and that CNPs are enriched near regions of segmental duplication (Bailey et al. 2002; Sharp et al. 2005). STAC analysis of copy number data from normal individuals would provide statistical rigor to these studies and may reveal new CNPs and potential patterns of CNPs within populations and/or population subsets. Moreover, STAC addresses the need to search for concomitant effects in a fairly generic manner. Given that this type of problem arises in the analysis of other genomic-related data (e.g., methylation and IBD), STAC may also be useful beyond the realm of genomic copy number analysis.

Methods

Validation genomic CNA data

Array-CGH data from 42 neuroblastoma cell lines (Mosse et al. 2005) and 47 sporadic primary breast tumors (Naylor et al. 2005)
were used to validate and illustrate our method. The details of array design, fabrication and hybridization protocols have been described in detail previously (Greshock et al. 2004). The method for calling gains and losses for each individual sample has also been described previously (Moss et al. 2005; Naylor et al. 2005). These data are used for validation purposes and can be downloaded from http://agch.afcrl.upenn.edu/nbacgh (neuroblastoma) and http://agch.afcrl.upenn.edu/bracgh (breast).

Data preprocessing

Given the resolution of the arrays used for the validation data (1-Mb), we selected 1-Mb as the size of each fixed-width location. Heterochromatic centromere regions were excluded from analysis given the lack of probes present on the array. Cytoband information (“cytoband.txt”) was downloaded from http://genome.ucsc.edu for build 16 of the human genome (July 2003 freeze). Regions designated “acen” were excluded from our analysis. As per the original publications, chromosomes X and Y were excluded from analysis, along with the short arms of acrocentric chromosomes 13, 14, 15, 21, and 22. To be consistent with the original publications, all genomic coordinates used in our analysis are based on UCSC Genome Browser build 16 (July 2003 freeze) of the human genome.

Unsupervised class discovery

Unsupervised two-way agglomerative hierarchical clustering using complete linkage with Pearson’s correlation as a similarity metric was performed by using Cluster (Eisen et al. 1998). We first filtered the 1-Mb locations across the genome to include only those found significantly aberrant by STAC and having a minimum stack size of 4. This resulted in a reduction from 2.7 Gb to 88 Mb. Input data for clustering then consisted of trinary calls of (1, 0, 1) for loss, no change, and gain for each significant location. In the rare case that a sample exhibited both gain and loss within the location (<0.1%), we did not make a call but instead indicated these as missing values due to their ambiguity. The resulting clustering was visualized by using TreeView.
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